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A risk-based tiered approach to governing General Purpose AI

September 2023

Table 1: Summary of measures per tier and addressing enforcement and complicating factors

Generative AI Applications Type-I GPAI Type-II GPAI

Data Governance Risk Management System Dialogue in Navigator Programme
Content Moderation Safeguards Basic Trustworthiness Absolute Trustworthiness

Labelling Output Reporting of Compute Internal & 3rd Party Auditing
Transparency on Model Used Quality Management System Quality-By-Design Process

Compliance Function & Officer Major Accident Prevention Policy
Notify Training Runs & Model Pre-registration Review & Approval of Designs

Know-Your-Customer Responsible Staged Development & Release
High-Reliability Organisation

Enforcement & complicating factors ________
Enforcement: Combination of models:

Navigator Programme Managing Unintentional Interactions
Regulatory Sandboxes Managing Reasonably-foreseen Interactions

AI Office Open Source:
EU Benchmarking Authorities Open Source Observatory

GPAI Models Database Future-proofing Adaptation
Technical Thresholds Updating Value Chain governance:

De Facto Control Contractual Framework
Tier-wise Conformity Assessment
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Abstract

This report provides a Blueprint for establishing a risk-based tiered system for the governance of
General Purpose AI (GPAI) models. Drawing on 2 years of theoretical, advisory and field research on the
governance of these models in the AI Act, this guide distils our findings into actionable steps and a
holistic system of governance, based on the AI Act’s risk-based, technology-neutral, product safety
framework and on the state of the debate. It also resolves the legal uncertainty while remaining
future-proof.

We identify and describe seven challenges particularly salient to the GPAI industry: Infrastructural
Aspect (3.2.1), Generalisation and Capability Risks (3.2.2), Concentration of Power (3.2.3), Corporate
Irresponsibility (3.2.4), Misuse (3.2.5), Technical Opacity (3.2.6) and Incidents and Accidents (3.2.7).
We also identify three complicating factors in that industry: Combination of Models (4.1), Open Source
models (4.2) and Value Chain governance (4.3). As challenges do not apply equally across all GPAI
models, we decompose “GPAI” into three categories, related in a tiering system defined by generality
of capabilities:

1. Tier 1: Generative AI Applications, where a model’s capabilities have been narrowed down to
specialise in a specific subset of generative tasks (over 400 providers in this tier)

2. Tier 2: Type-I GPAI models, where a model is designed for generality of capabilities (roughly 13
providers)

3. Tier 3: Type-II GPAI models, which are 2022’s cutting edge and beyond in terms of generality of
capability (roughly 6 providers, who are all also included in the 13 Type-I GPAI providers)

We describe the requirements and obligations in sections 7 and 8; summarised & illustrated in table 1
and figure 1 below. A “Tier 1.5” exists, consisting of the foundation models described in detail in the
European Parliament’s compromise text [1], thus beyond this Blueprint. A speculative Tier 4 also exists,
consisting of a flurry of models expected to emerge past 2023, which should not be developed until
adequate risk mitigation strategies are developed and implemented at least in Tier 3 models.
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Figure 1:1 A tiered approach for the governance of GPAI & generative AI

1 Designed with SankeyMatic (https://sankeymatic.com/build/)

The Future Society | 7



Heavy is the Head that Wears the Crown

1. Executive Summary

General Purpose AI (GPAI) has become a heated topic of debate since 2021. The European
Parliament, the European Commission, and the Council of the European Union are now
discussing how to best introduce a governance regime for GPAI. In this publication, we explore
what an ideal regulatory regime would look like. To do so, we identify seven challenges relating
to GPAI and three complicating factors. This allows us to categorise these models into three
distinct tiers based on their range of capabilities and associated levels of risk.We then compile
explicit requirements and obligations for GPAI providers and high-level enforcement
mechanisms for regulatory authorities.

In section 3, we analyse how GPAI technologies disrupt several aspects of society, from security
and economy to public mental health. We derive seven challenges posed by GPAI:

● Infrastructural Aspect i.e. built-in development decisions, large user base, economic
ubiquity, and user lock-in;

● Generalisation and Capability Risks i.e. capability risks, societal risks and extinction risks;
● Concentration of Power i.e. monopolistic tendencies, vertical/horizontal integration, and

barriers to entry;
● Corporate Irresponsibility i.e. lack of attention to quality/compliance, race dynamics,

silencing of criticism, and resulting irresponsible behaviours;
● Misuse i.e. intentional or accidental misuse, vulnerabilities, and knowledge asymmetries

in the value chain;
● Technical Opacity i.e. paradigm opaque by design, lacking interpretability, predictability,

corrigibility and controllability;
● Incidents and Accidents i.e. bias, discrimination and automation of microaggressions;

misinformation & privacy violations; and accidents in development & deployment.

We then discuss three main complicating factors in section 4. First, the combination and
interaction of different models accentuates most challenges. Second, the open-sourcing of GPAI
models can mitigate some challenges (Concentration of Power and Technical Opacity) but
significantly exacerbate others (Misuse and Incidents & Accidents). Finally, governing the value
chain is crucial to re-balance power dynamics and obtain corporate accountability - it also plays a
pivotal role in establishing a level playing field for all the actors involved.

In section 5, we argue that different challenges apply differently to different sub-categories under
the umbrella term “GPAI”, based on the generality of the GPAI model’s capabilities. As the AI
Act should address these challenges in a proportionate and risk-based manner, we distinguish
between 3 categories and provide operational definitions. In brief, Generative AI applications are
implementations of AI techniques for the purpose of producing new content. Type-I GPAI models
are AI models that are designed for generality of capabilities. Type-II GPAI models are AI models
that are designed for generality of capabilities and expand the technology frontier relative to
2022 models.
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In section 6, we propose a tiered approach, where requirements for GPAI models and
Generative AI applications are set in proportion to their risk potential, avoiding undue regulatory
burden. The approach includes three tiers: Generative AI applications, Type-I GPAI models, and
Type-II GPAI models. They are differentiated via a set of criteria for generality of capabilities
before deployment, as this dimension correlates with the challenges & risks identified. The
highest level of scrutiny is reserved for the models with greatest generality of capabilities, which
pose the greatest potential risk and challenges: Type-II GPAI.

We put forward in Box 1 four different ways to assess a model’s generality of capabilities. First, via
the amount of compute used during training, measured in so-called “FLOPs”. Second, via
skill-acquisition efficiency, which describes the efficiency with which a system or individual can
acquire new skills. Third, via a generality analysis that simultaneously evaluates the versatility
and performance across tasks. Fourth, via algorithmic efficiency and model perplexity, which
allow inferring generalizability as a function of a model’s computational power, algorithm and the
richness of its training data. Last, via modality-specific benchmarks. It is important to encourage
industry to report and predict generality of capabilities in a consistent manner. The table below
summarises the tiers and their scope:

Full table: indicative operational tests for tiered-approach and number of regulated entities2

Tier Name Operational test(s): Estimated #
of regulated
entities

#1 Generative
AI
application

1. Built upon a general purpose AI model
2. Refined for a specific purpose through prompt-based training, fine-tuning, reinforcement learning
with human feedback, or other methods to narrow the model’s purpose to a specific task with limited
scope

>400 providers,
several 1000s of
applications

#1.5 Foundation
Models (EP)

1. Can be applied to a wider range of tasks than tier #1
2. But still only <10^21 2022-FLOP to train the model

40-80 providers,
~85-170 models

If any of these
criterion is met:

Total amount of
FLOP used to train

the model
(2022-FLOP)

Modality- specific
benchmarks

(e.g. MMLU average for
language)

Skill Acquisition
Efficiency

(ARC Challenge)

Generali
ty

Analysis

EU-endorsed
summary
benchmark

Estimates for tiers 2
& 3 based on

compute estimates,
as other test results

unavailable

#2 Type-I GPAI
model

>10^21
≤10^23

>40.0
≤68.0

>40/800
≤60/800

… … 14 providers,
62 models

#3 Type-II GPAI
model

>10^23
≤10^26

>68.0
≤88.0

>60/800
≤100/800

… … 10 providers,
28 models

#3+ Prohibited? >10^26 >88.0 >100/800 … … 0 provider, 0
model

2 An earlier version of this table circulated in September 2023 with a confusing threshold number on the
“Modality-specific benchmarks” column. This is now clarified.
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In section 7.1, we present a set of mechanisms to be put in place to achieve an efficient and
responsive implementation of the Act’s rules for generative AI and GPAI models, including the
tiered approach:

● Navigator programme, which fosters direct bilateral relations between the European
Commission or AI Office’s staff and each Type-II GPAI development team to promote trust
and compliance.

● Regulatory Sandboxes, which allow for testing new products in a real-world environment
for developers and regulators to better understand the technology.

● AI Office, which would act as a central point of contact for all stakeholders, concentrating
expertise and enforcement capacities.

● EU-level Pool of benchmarking authorities, capable of bringing together Member State’s
metrology and benchmarking authorities to promote accountability and consistency
across norms and standards.

● Database of GPAI models hosted by the AI Office, in which all GPAI providers register
their models in Europe to facilitate the work of the Commission and the Member States
and to foster transparency.

● Updates of technical thresholds in the legislation, such as the adoption of implementing
acts by the commission where the technical aspects are specified to ensure GPAI is
effectively governed.

In section 7.2, we present the main measures to effectively govern the combination or
interaction of models:

● Managing Unintentional Interactions, through proper assessment, communication and
mitigation if during the testing or at deployment a GPAI model unexpectedly interacts with
one or more GPAI models.

● Managing Reasonably-foreseen Interactions, through satisfactory ex ante assessment
and communication to the AI Office, in order to build and maintain an industry-wide map
of models’ interactions.

In section 7.3, we present measures to help effectively govern open source models in a
future-proof way:

● Open source observatory, which shall be joined by all open source providers as well as
open source hosting platforms, foundations, experts and representatives from civil
society, to assess and refine rules for open source GPAI models.

● Adaptation for open source providers of some of the acceptable means for compliance,
taking place in conjunction with the open source observatory.

In section 7.4, we discuss value chain governance, which is necessary to mitigate five of the
seven challenges identified. It is achieved through:

● the De Facto Control contractual framework, which is a set of rules to facilitate the
evidence-based and proportionate transfer of responsibility for compliance along the
GPAI value chain, via regulated contracts.

● Tier-wise conformity assessment to ensure downstream value chain actors can
integrate GPAI model in their products without undue legal risk, thanks to intermediary
or component conformity assessment carried out by the upstream developers of GPAI.
For Generative AI applications, internal conformity assessment is sufficient. For Type-I

The Future Society | 10



Heavy is the Head that Wears the Crown

GPAI models, external conformity assessment is necessary. For Type-II GPAI models,
given the near monopoly of expertise, a “joint” conformity cross-assessment is required,
inducing joint & several liability for both the provider and the auditor.

In section 8.1, we present the main requirements to govern generative AI applications:
● Data Governance, ensuring that providers’ application is developed on the basis of

adequate data sets.
● Minimum content-moderation safeguards, ensuring that the application is developed so

as to prevent the generation of content in breach of union law.
● Labelling AI-generated output, ensuring that the output of the model is automatically

accompanied by an indication that it has been artificially generated or manipulated.
● Transparency on Model Used, clear indication of the model name, model version and

model provider’s name to users in end-user-facing access interfaces.

In section 8.2, we present the main requirements to effectively govern Type-I GPAI models, which
are, in addition to the requirements from the generative AI application’s tier:

● Risk management system: GPAI providers establish, implement, and maintain a risk
management system for the model in a process spanning the model’s entire lifecycle.

● Basic trustworthiness: the provider proves that the model is designed so as to have
sufficient levels of cybersecurity, predictability, interpretability, corrigibility, controllability,
robustness and boundedness.

● Reporting of compute resources: GPAI providers create systematic processes to
forecast, record and report regular use of compute resources for training runs and model
operation, along with the energy use associated.

● Quality Management System: GPAI providers implement a thorough quality management
system that guarantees adherence to the stipulations of the AI Act concerning GPAI
models.

● Compliance function and officer: GPAI providers establish an autonomous compliance
function, separate from the operation of the organisation, and staffed by one or more
compliance officers responsible for monitoring the provider's adherence to obligations set
out under the AI Act regulation.

● Notification of training runs & model pre-registration: GPAI providers notify the AI Office
of upcoming training runs, models under development, and pre-register models in their
pipeline.

● Know-your-customer, to facilitate prevention of misuse: GPAI providers take all necessary
and proportionate measures to prevent misuse after detection.

Finally, in section 8.3, we present the main requirements to effectively govern Type-II GPAI
models, which are, in addition to requirements from previous two tiers:

● Regular dialogue with AI Office to update on latest technical advancements in AI to
reduce the knowledge gap between the developers and the Office, through the Navigator
Programme.

● Internal & 3rd party auditing, imposing joint & several liability on both the provider being
audited and the auditor.

● Absolute trustworthiness, or that providers design and develop their models to achieve
superior levels of advanced cybersecurity and safety.

● Quality-by-Design process: augmenting the mandated quality management system for
Type-I models with a Quality-by-Design (QbD) process that includes a probabilistic risk
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assessment and safety evaluation, akin to drug manufacturing protocols.
● Review & Approval of designs by AI Office before training run or that the provider notifies

and awaits an opinion from the AI Office, with the authority to delay training runs
designated for developing Type-II GPAI models and to review the codebase.

● Major accident prevention policy, developed by providers and meticulously
implemented, to protect human health and the digital, physical, and natural environments,
similar to that of the Seveso Directive and other production processes.

● Responsible Staged Development & Release, whereby providers structure their design
and development process to scale responsibly and cautiously, with batteries of tests and
evals at every checkpoint to be satisfied in order to continue training.

● High-Reliability Organisation, or that providers organise their facilities, processes and
internal policies as a way to incorporate all other requirements in the practice of the
provider and to establish a culture valorizing reliability, safety & trustworthiness.

Figure 1 above provides a visual overview of the tiered approach.
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2. Background and Methodology

Summary

General Purpose AI (GPAI) has become a heated topic of debate since 2021. The European
Parliament, the European Commission, and the Council of the European Union are now
discussing how to best introduce a governance regime for GPAI. In this publication, we explore
what an ideal regulatory regime would look like. To do so, we identify seven challenges
relating to GPAI and three complicating factors. This allows us to categorise these models
into three distinct tiers based on their range of capabilities and associated levels of risk.We
then compile explicit requirements and obligations for GPAI providers and high-level
enforcement mechanisms for regulatory authorities.

Since the European Commission introduced its proposal [5] to regulate artificial intelligence (AI)
within the European Union in April 2021, the question of how to best regulate General Purpose AI
(GPAI) has emerged as a topic of intense debate3. The Commission's initial approach, a bold first
attempt to regulate AI by any major regulatory body, relied on market forces to incentivize good
practices by developers of GPAI: they would have to improve the reliability of their systems for
customers subject to the AI Act use-case specific requirements.

However, in January 2022, The Future Society released a pioneering brief on general purpose AI
[6]. The brief outlined the market asymmetries hindering successful market-based solutions and
the negative externalities the development of this technology poses, such as hazards derived
from opacity and unpredictability. It proposed light-touch solutions to preemptively address these
issues without stifling innovation. Less than 2 years later, many of the risks identified then,
including threats to economic sovereignty, fundamental rights, and the health and safety of
citizens, have tragically materialised, often on significant scale.

The Council of the EU’s common position [7] of 25 November 2022, to its credit, improved upon
the Commission’s original proposal by explicitly including GPAI within the scope of the AI Act. It
mandated several requirements GPAI should fulfil, but delegated spelling out critical details of
obligations and requirements to the Commission through an implementing act. Five days later, on
30 November 2022, the notable GPAI system ChatGPT was launched [8], based on the GPT-3.5
GPAI model.

Witnessing the speed and growing effects of the race for GPAI development,4 the European
Parliament updated its draft common position [9] to introduce a more thorough governance

4 Which we detail in the next section.

3 A note on terminology: while GPAI systems, GPAI models, foundation models and generative have also
often been used throughout the debate in various contexts, we use GPAI for simplicity. We provide a full
explanation of the relations between these concepts, in the section “5. Defining General Purpose AI for
Governance”

The Future Society | 13



Heavy is the Head that Wears the Crown

regime for GPAI. This is reflected by the inclusion of amendments to Articles 28, 28a (new) and
28b (new) in its adopted negotiating position, outlining specific rules for good and fair
collaboration across the value chain and for providers of GPAI. The European Parliament also
strengthened the mandate and capacities of the EU-level body for the AI Act (Articles 56-58) to
match the scale of the task of governing GPAI.

Beyond the EU, other major governments and industry players are beginning to recognise the
importance of directing focused attention towards GPAI governance. The White House [10]
convened tech CEOs to discuss responsible AI innovation and associated risks, amidst growing
concerns and regulatory efforts regarding AI's impact and usage in various sectors. Congress is
discussing the possibility of a licensing regime [11] for AI to ensure public agencies like the
Department of Defense can keep pace with rapid technological advancements while adhering to
national security and cybersecurity requirements. The Office for Science, Technology, and Policy
(OSTP) also supports an industry-led project [12] for one-off independent scrutinization
(red-teaming) of their key GPAI models. However, this initiative is being implemented through the
Scale AI platform, which focuses on deployment risks (which are also currently covered by the AI
Act), and not pre-deployment risks.

Elsewhere in the US, OpenAI, Google, Anthropic and Microsoft announced the formation of the
Frontier Model Forum [13] with the purported aim of promoting the “safe and responsible
development of frontier AI systems” through “identifying best practices and standards, and
facilitating information sharing among policymakers and industry”.

The UK, “mindful of the rapid rate of advances in the power and application of LLMs, and the
potential creation of new or previously unforeseen risks” [14] has made this a core focus of their
monitoring and risk assessment functions. The government has also launched a taskforce [15] on
safe foundation models and a market review [16] into these models’ risks and opportunities, and
announced that it will convene the first ever global AI summit [17] in a bid to broker a common
approach by countries to regulating AI.

China also now mandates formal approval [18] of some GPAI, likely driven by national security
concerns. With information control a central goal of these measures, they stipulate that both the
training data and model outputs must be “true and accurate,” [19] a standard that would be
exceptionally challenging, if not impossible, for today’s GPAI models to meet.

Addressing the multifaceted challenges and risks of GPAI, while harnessing their transformative
potential, has been the cornerstone of The Future Society's work in improving the governance of
AI since 2016. This report aims to synthesise The Future Society’s work on GPAI and provide a
holistic answer to the question of what an ideal regulatory regime for GPAI would look like. We
begin by identifying seven challenges relating to GPAI. This is done by reviewing the public
discourse as reflected in mainstream media, technical publications, academic literature and
stakeholders reports. The following chapter briefly outlines factors that add to the complexity of
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formulating GPAI regulation. Specifically, the existence of combinations of models, open-source
software, and a range of different actors operating along the value chain of AI are additional
considerations that require careful attention or targeted regulation.

This exploration of the various challenges associated with GPAI allows us to categorise these
models into three distinct tiers based on their technical differences, range of capabilities, and
associated risk levels. We intend for this to be a preliminary delineation of tiers, recognising that
further research into the characterisation, measurement and comparison of these models is
necessary for more precise categorisation.

With these three tiers in mind, we then formulate a comprehensive set of regulatory measures for
GPAI. These measures translate into explicit requirements and obligations for GPAI providers and
high-level enforcement mechanisms for regulatory authorities. Following an extensive exploration
of the set of possible measures available to policymakers - drawn from previous work by The
Future Society, along with interviews, workshops and relevant academic literature from the past
two years5 - we selected the measures deemed most critical for realistically and cost-effectively
mitigating the challenges identified for each tier.

This methodology allows us to systematically anchor each requirement within a specific function
it is intended to fulfil, providing reasoning and clarity amid the often contentious public discourse
surrounding GPAI model governance. We have frequently noticed a lack of clarity about the
purported impact, be it beneficial or detrimental, of introducing a given regulatory measure. To
avoid falling into this trap, we not only articulate the rationale behind each measure, but attempt
to outline actionable steps that could be undertaken to fulfil . We hope this approach creates a
clearer connection between theoretical reasoning behind each measure and its practical
application.

A note on the text

The AI Act has evolved at great speed - while a year ago many claimed its arrival was premature,
some now seem to think it may be too late given the speed of technological development and
deployment. When it comes to GPAI, however, the AI Act appears to be strikingly timely.
Compared to other policy files, several stakeholders have expressed admiration for policymakers’
ability to address such a complex issue at such a granular level in such a short amount of time.
Additionally, while legal and policy representatives have occasionally expressed concern at the
lack of legal clarity, numerous technical experts have commended the relevance of the
requirements put forward.

The tethering of the AI Act’s policy engineering and debate with the fast technological and
commercial developments in the GPAI industry has infused the policymaking process with a "live"

5 While we do not present the full range of measures considered in this publication, a larger sample of all
the measures considered in TFS work has been shared with NIST [20]
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dynamic that is rarely witnessed in Brussels. Every discovery, incident, and study occuring within
the field has required immediate analysis, integration and recalibration, given the fast-growing
number of citizens [21] [22] and businesses affected and sudden effect size [23]. Indeed, the
governance vacuum surrounding this technology has resulted in practices akin to using
consumers and citizens as guinea pigs [24], such as bypassing basic quality management or even
sometimes ignoring [25] widespread minimal practices for filtering output and instead test AI
systems on millions of users, or as part of “research previews” [26] for paying B2B and B2C
customers, even by the largest [22] actors in the industry.

This real-time nature of the policymaking process has made the formation of technically sound
policy recommendations a challenging endeavour, requiring a great deal of flexibility and
adaptability. The scarcity of independent and academic peer-reviewed literature on GPAI
governance has notably led thought leaders to reflect by analogy with other industries facing
related problems: some recommendations on several measures that have already demonstrated
efficacy for other comparable issues in other industries, such as the use of a Major Accident
Prevention Policy in the Seveso Directive [27], or the quality-by-design approach for drug
manufacturing.

The Future Society’s continuous research in this debate has enabled a nuanced but
ever-evolving understanding of the changing technological, political, and market landscapes. As
such, the tiered approach to regulating GPAI models that we put forward in this report can be
viewed as the culmination of numerous lessons learned and insights gained from two years of
dynamic policy advisory. With this in mind, we have unconventionally decided to release this as
an early research preview (a common practice within the GPAI industry) in order to keep up with
the pace set by the industry, and to ensure that our insights, though continuously evolving,
contribute to the advancement of good AI governance in a timely fashion.
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3. Challenges posed by General Purpose AI

Summary

In this section, we analyse how GPAI technologies disrupt several aspects of society, from
security and economy to public mental health. We derive seven challenges posed by GPAI:

● Infrastructural Aspect i.e. built-in development decisions, large user base, economic
ubiquity, and user lock-in;

● Generalisation and Capability Risks i.e. capability risks, societal risks and extinction
risks;

● Concentration of Power i.e. monopolistic tendencies, vertical/horizontal integration,
and barriers to entry;

● Corporate Irresponsibility i.e. lack of attention to quality/compliance, race dynamics,
silencing of criticism, and resulting irresponsible behaviours;

● Misuse i.e. intentional or accidental misuse, vulnerabilities, and knowledge asymmetries
in the value chain;

● Technical Opacity i.e. paradigm opaque by design, lacking interpretability,
predictability, corrigibility and controllability;

● Incidents and Accidents i.e. bias, discrimination and automation of microaggressions;
misinformation & privacy violations; and accidents in development & deployment.

In this section, we summarise how GPAI technologies have disrupted several aspects of society,
from security and economy to public mental health, and how these disruptions have, in instances,
caused major incidents. Through analysing recent media coverage, we identify seven challenges
in the current GPAI landscape. It should be noted that while this section focuses on challenges
and incidents, there is extensive business literature detailing realised [28] and speculative [29]
[30] benefits of GPAI. This includes an examination of the socio-cultural “hype” phenomenon.6

Given that the AI Act adopts a product safety framework, rather than an industrial policy strategy,
its primary focus is on ensuring product safety. As such, discussions on EU public sector
investments or broader industrial policies for AI fall outside the remit of this report.

3.1 Review of recent GPAI related discourse

GPAI developers are relentlessly pushing the boundaries of this technology, whilst simultaneously
acknowledging the problems their advancements may introduce [31] [32] [33] [34] [35] [36]. From
an economic perspective, GPAI is already transforming industries such as creative [37], media

6 Epitomised by the attempted creation of an international “AI Appreciation Day”
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[38], education [39] and technology[40], and is anticipated to disrupt many more, including
lobbying [41] and legal services [42].

The security implications of GPAI are also becoming increasingly apparent. GPAI has already
been used to create a wide range of harmful activities, including malware [43], poisons [44], fraud
schemes [45] [46], disinformation [47], revenge porn [48], and child sex abuse [49] scenarios.
Despite efforts to 'guardrail' these models, leaks [50] and reverse-engineering [51] are common.
Some models [52] [53] are even released open-source without minimum technical safeguards.

Hundreds of thousands of people, including those well-versed in GPAI and AI risks [54], claim to
have become friends or fallen in love with [55] [56] [57], or to have been emotionally manipulated
[58] or harassed [59] by GPAI-enabled bots. In one extreme case, an AI chatbot convinced a
Belgian man to commit suicide [60]. These bots are used by tens, or even hundreds, of [61] of
users.[62] At the macro level, GPAI-based content generation & moderation models have
damaged epistemic health and polarised society, extending beyond bias and recommender
systems [58]. For example, the most popular moderation tool, launched in 2017 and handling over
>500 million pieces of content daily, has long censored [64] any discussions of identity &
minorities, irrespective of the toxicity of the content, due to flawed R&D.

Today’s cutting-edge models operate their continuously expanding range of capabilities more
and more autonomously. They are now capable of developing and executing their own plans [65],
prioritising and assigning tasks [66] to copies of themselves; reading, debugging, writing and
executing [67] software code; interacting with the web [68], synthesising illegal drugs [69], or
controlling a robotic system [70], with minimum modification (sometimes just a single prompt).
They are functioning without an intended purpose, outside of a professional context, as part of a
research preview [26], or without being embedded within a system put into service. This renders
some of their most significant risks legally invisible to existing product safety and risk-based
regulations worldwide.

Prominent tech companies have already made headlines with unexpected issues and setbacks in
their GPAI implementations. Microsoft’s Bing Sidney chat which has been publicly tested [71] since
at least November in India & Indonesia has caused major incidents [58] [59] [72] [73]. These
accidents occurred despite Microsoft following its “top-of-class” Responsible AI Principles.
Google’s own Bard model was Alphabet’s $100bn mistake [74] as, in its rivalry [75] with Microsoft,
Google failed to notice that the screenshots they published of Bard’s output contained factual
errors. Meta’s Galactica model had to be recalled because of its propensity for disseminating
disinformation [76]. This followed an earlier bot’s launch which wasn’t newsworthy because it
made “users bored” and was “safe” [77], according to Meta’s head of AI research, illustrating the
dangerous incentives even the bigger players face to maintain shareholders’ confidence in their
companies’ leadership in AI.
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The race is on for more advanced GPAI, ultimately for human-level general AI and Artificial
General Intelligence (AGI) [78] [79] [80] [81]. And while AGI remains a scientific hypothesis,
investments in that direction are occuring on a scale of billions of dollars [82]. The progress in the
GPAI field is exponential, with at its peak, half a dozen groundbreaking models7 deployed
between mid-February and mid-April 2023, often replacing older versions. This exponential
progress in capabilities exacerbates the problems listed above [84].

Industry players continue to accelerate GPAI development, but call on regulators to rein them in
[85]. The regulations they ask are wide-ranging & unexpected, calling for authorities to oversee
them, both publicly and behind closed doors [79] [81] [86]. Developers of GPAI also call for more
ambitious solutions, both privately and publicly. For instance, an “FDA for foundation models”8

has been proposed by industry players.[86] This body would mandate trials at various R&D &
pre-deployment stages [87], equivalent of Biosafety-levels [88] for labs developing GPAI
technologies and the equivalent of an IAEA for monitoring labs [89], as well as the requirement
for pre-registering experiments

Furthermore, international coordination for monitoring, R&D governance and a major accidents
prevention regime has been widely called for because GPAI models are seen as “permanent
research projects”, released as “research previews” and many of these developers’ concerns
relate to R&D accidents. Examples include hundreds or thousands of Microsoft Sydney’s
beta-testers harassed by its manipulative capabilities, GPT2’s training typo [90] in 2020 which
caused thousands of reviewers worldwide to be exposed to ever increasingly traumatising
content, and evidence of concerning “power-seeking” [84] and “deceptive” [91] behaviours
during models’ evaluation stage, notably of GPT4.

3.2 Challenges identified

In this context, we identify seven challenges and three complications particularly salient for GPAI,
as opposed to other types of AI systems. Challenges that arise from all types of AI [92] systems
include: beneficial use, non-discrimination & fairness, freedom & dignity, transparency &
explainability, robustness, cybersecurity & safety, accountability. These are extensively discussed
in the literature and addressed (though far from resolved) in the governance debate. Thus, we
only integrate them in our methodology when they are exacerbated by GPAI technologies. Figure
2 summarizes the relationships between challenges identified for GPAI.

8 Food & Drug Administration, the authority notably in charge of overseeing and authorising the
manufacturing, testing, progress along stages of trialling, and commercialisation of new drugs in the US.

7 OpenAI’s GPT4, Anthropic’s Claude, Microsoft’s Kosmos-1 [83], Google’s PaLM-E [70], Google’s Bard,
stability.ai’s StableLM
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Figure 2: Challenges identified for GPAI and their relationships

3.2.1 Infrastructural aspect

Summary

We identify four distinct characteristics making GPAI akin to infrastructure for the digital
economy. First, built-in development decisions can be hard to alter ex post via fine-tuning.
Second, large user bases, which leads to monopolistic patterns and increases the severity of a
flaw in the model provided. Third, economic ubiquity relates to the fact that many diverse
economic activities build upon a few GPAI models. Last, lock-in effects and the difficulties to
change GPAI providers or even develop in-house alternatives due to re-engineering costs and
service disruption.

The large-scale adoption of general purpose AI models across various sectors results in a
significant number of downstream deployers and users of the same model [93]. This widespread
embedding in the economy means that any malfunction or miscalibration could have substantial
ripple effects. The growing dependence on these models is akin to the indispensable role that
infrastructure plays in the economy. This challenge manifests itself in four distinct facets:

● Built-in development decisions: once a GPAI model is pre-trained, it requires considerable
resources to meaningfully overwrite its training, for instance, via an improved training
source code. Fine-tuning and retraining, while common, are rarely done with sufficient
rigour to constitute a significant overwrite, given the costs [63] involved in the pre-training.
This is analogous to infrastructure projects, where it is often more economical to rebuild
the project from scratch than to make major modifications in order to correct mistaken
design decisions.
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● Large user base: the significant costs associated with developing a GPAI model can only
be justified if a sufficiently large B2C and/or B2B user base utilises it. This often means
that a few dominant players capture a significant market share, mirroring the monopolistic
tendencies seen in the utilities sector. Furthermore, the sizeable user base amplifies the
model's impact: any flaw in the model can have far-reaching consequences, given its
influence on a multitude of applications and sectors, and therefore affected individuals.

● Economic ubiquity: securing a user base requires catering to a wide array of uses and,
consequently, integration within a broad range of sectors and tasks. Unlike most products
covered under the AI Act, a GPAI model is not designed or developed with a specific
"intended purpose”9 or context of use. Rather, its purpose is to be general enough to
accommodate as many use cases as possible [94].

● Lock-in: A high level of criticality of a GPAI model integrated within a service or product
can lead to a "lock-in" situation for downstream value chain actors. That is, if they decide
to switch to another GPAI provider or, worse, build their own GPAI model, they would face
substantial re-engineering costs and service disruption, similar to the upheaval caused by
finding an alternative energy grid or highway system. This situation is even more
pronounced for API based models, where GPAI providers bear the cost of running the
model, as opposed to with open source models.10 This bundling of the model service with
cloud usage means that if a downstream deployer wanted to switch from an API to an
open-source distribution channel, they would bear the hefty training and deployment
costs. Moreover, within an API framework, downstream deployers cannot modify the
model weights as they are safeguarded by the provider.

3.2.2 Generalisation & capability risks

Summary

To better penetrate the market, several GPAI providers are pursuing increasing generality or
even AGI with every iteration of their products. This not only disrupts the market, but also tip
political scales in an unprecedented manner. Three types of risk arise from this race towards
generality. First, capability risks refer to the increased autonomy derived from more powerful
models, increasing the odds of deceptive, manipulative, or mis-aligned behaviours. Second,
societal risks include the danger of enfeebling human capacities, political influence, and the
embedding of certain values during the development stage of GPAI, creating echo chambers.
Last, Extinction Risks address the possibility of an existential threat to humanity posed by
increasingly powerful but untrustworthy GPAI.

10 For a discussion of the difference between open source and API-based business models, see [93].

9 ‘Intended purpose’ in the AI Act means the use for which an AI system is intended by the provider,
including the specific context and conditions of use, as specified in the information supplied by the
provider in the instructions for use, promotional or sales materials and statements, as well as in the
technical documentation.
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In order to secure the large user base necessary to make the infrastructure-scale investment
worthwhile (Challenge 1), GPAI providers aim to make each version of their models more general
than the previous ones. This drive for increased generality is not merely driven by market
demands, but also reflects a socio-cultural fascination [95] with [96]AGI. In essence, AGI refers to
a GPAI system or a combination of GPAI systems capable of all economically valuable human
tasks [97] [98]. The development of such systems, to the extent they are controllable (cf.
Challenge 6 “Technical Opacity”), would not only provide market power of unprecedented scale,
but also political power, enabling the fulfilment of their developers’ ideological and personal
ambitions [85].

Regardless of whether or not AGI is achievable or permissible, three types of risks arise from
ever-increasing generality prior to any successful AGI development:

● Capability risks: as the model becomes more general, it also grows more autonomous,
with each instruction capable of being executed by leveraging a broader range of
capabilities, such as coding, web interactions, planning, psychology and so forth - as
outlined in the previous section. This makes certain behaviours like deception (both
accidental and intentional), manipulation, self-replication, mis-aligned strategy and
planning, cyber-offense, or AI programming more likely [84]. This wide range of
possibilities is a consequence of the model’s lack of boundedness (i.e. the inability of the
developer to constrain the output or behaviour ex ante), goal misgeneralisation [99] and
specification gaming [100].

● Societal risks: The rapid integration of GPAI models into our lives could lead to a number
of systemic risks. Firstly, the widespread use of highly-capable GPAI could lead to
“enfeeblement” [96], that is, the degradation of expertise that can result from humans
increasingly delegating important functions to machines. In this situation, society or
specific communities risk losing their capacity to self-govern and become wholly reliant
on AI. Secondly, GPAI models could revolutionise how states and organisations deploy
technology for political influence, potentially enabling personalised disinformation
campaigns and generating emotionally charged arguments, thus risking collective
decision-making, individual radicalization, and the erosion of shared realities. Finally,
when developers embed specific values and principles into a GPAI model, it poses the
risk of centralising ideological power [102]. Such a centralised viewpoint may produce
models that are not agile enough to adjust to dynamic and diverse societal perspectives,
or create further echo chambers. This is different from the less deliberate systemic bias
and failure at inclusiveness amongst developers of these systems, described in Challenge
4 (Corporate Irresponsibility). The MEPs working on the AI Act11 and US President Joe
Biden12 have also expressed these concerns.

12 WATCH: Biden exhorts world leaders to stand up to Russia at 2023 United Nations General Assembly |
PBS NewsHour

11 https://x.com/IoanDragosT/status/1647920290737823746?s=20
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● Extinction risks: As explained in the previous section, several GPAI developers have
raised alarming concerns about the possibility of these models posing an existential
threat to humanity or presenting catastrophic risks, accidentally through misalignment of
the AI’s objectives with fundamental values. This is in addition to numerous experts [103]
[104] who have explored [101] the implications of the technology and concluded with
similar or even greater levels of alarm. UN Secretary General Antonio Guterres13, the UK
PM Rishi Sunak14 and, more recently, Commission President Ursula Von Der Leyen15 have
also expressed concerns about existential or extinction risks.

3.2.3 Concentration of Power

Summary

The economic and technological entry barriers to develop state of the art GPAI has heightened
the risk of monopolistic patterns, narrowing the space to a handful of players and increasing
the risk of geopolitical instability. Strategic partnerships are contributing to power
concentration, and talent attraction and data acquisition are exhibiting network effects.
Moreover, GPAI firms are integrating both vertically and horizontally, controlling funding and
access to chips and, in turn, the entrance into the market.

The significant investment required for GPAI development (Challenge 1, infrastructural aspect) has
heightened the risk of monopolistic tendencies, narrowing the field to a handful of well-funded
firms. This trend of industry consolidation is evidenced by the uptick in acquisitions and
partnerships, a concern even recognised by the US Federal Trade Commission [105].

Strategic partnerships, often accompanied by equity investments, allow GPAI labs to access the
resources of large cloud computing providers. In return, computing providers gain privileged
access into these labs’ AI models, acquire equity in those companies, or both. This symbiotic
dynamic is evident in the alliance [106] between Microsoft and OpenAI, the partnership [107]
between Anthropic and Google, and is set to become a recurring theme.

The creation of a model with sufficient generality to profitably serve as an infrastructural element
requires significant economies of scale. Both the computational resources and the rare talent
needed to develop these models demand significant upfront investments. Furthermore, data
acquisition and talent attraction exhibit network effects. That is, having one cutting-edge product
fuels a virtuous cycle, generating more data and attracting more top-notch talent to train the next
version of the model.

15 https://twitter.com/EU_Commission/status/1702295053668946148?s=20

14 UK should play leading role on global AI guidelines, Sunak to tell Biden | Artificial intelligence (AI) | The
Guardian

13 Secretary-General's remarks to the Security Council on Artificial Intelligence
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The dominance of elite technology firms in the creation and control of advanced AI technologies
can lead to an unhealthy concentration of power, potentially leading to harmful monopolistic
behaviours or geopolitical instability. Presently, the situation resembles an oligopoly, with a
handful of companies - namely OpenAI, Google Deepmind, Anthropic and their main partner or
owner Microsoft and Google - dominating the field, wielding significant market power and
political influence. A growing number of European software developers’ businesses depend on
reliable access to the GPAI value chains controlled by these US-based technology companies16

and the lives of millions of EU citizens are, or soon will be, affected by these GPAI systems.

The problem of monopolistic control is exacerbated by both vertical and horizontal integration
between AI firms. Vertical integration is demonstrated by Google Cloud providing cloud
computing resources to other Alphabet subsidiaries Google Brain and Deepmind [108], as well as
Anthropic [109]. Additionally, Google has invested at least $300 million into Anthropic [107].
Similarly, Microsoft now owns a 49% stake [110] in OpenAI and provides all of its compute via
Microsoft Azure [106], whilst Amazon’s recently announced AWS Bedrock combines LLM models
from Anthropic, Stability AI and AI21 labs with cloud computing resources from Amazon Web
Services to allow downstream developers to deploy these GPAI models [111].   New entrant to the
GPAI industry Inflection AI raised [112] $1.3 billion from investors including Microsoft and Nvidia,
whilst an array of tech titans, including Google, Amazon, Nvidia, Salesforce, AMD, Intel, IBM and
Qualcomm, recently invested a combined $235 million in Hugging Face [113]. Instances of
horizontal integration include the merger of Deepmind with Google Brain [114].

Consequently, in the current GPAI landscape, it appears that industry leaders often are, or receive
significant backing from, established big tech giants with already entrenched advantages in the
form of liquidities or in-built ecosystems granting them access to essential models or hardware
components like data and computing power. Google owns a wealth of training data via GSuite,
complemented by its computational assets in Google Cloud. Microsoft's rich data sources include
LinkedIn, Outlook, Microsoft Office, and Github, fortified by its computational platform, Azure.
Meta - arguably a smaller player, one rung below the likes of OpenAI and Google DeepMind in
terms of their model capabilities - has a vast amount of training data at its disposal for Meta AI
thanks to its many social networks such as facebook, instagram, and possibly others. NVIDIA,
meanwhile, enjoys a virtual monopoly in high-end GPU production, supplying the trifecta of cloud
computing titans: Amazon [115], Microsoft [116], and Google [117].

Even “new entrants” to the GPAI industry, such as Inflection AI or xAI, benefit from investors’
significant scale in various production factors. Specifically, Inflection AI enjoys access to the
computing power provided by its investor NVIDIA [112], likely data from its investors (founder of

16 For example, Germany’s AskBrian, Sweden’s Sana Labs, Spain’s Vizologi, and Belgium’s Waylay8 OpenAI Codex
Live Demo; [2107.03374] Evaluating Large Language Models Trained on Code 9 Moreover, the same model
fine-tuned for processing text-image pairs (DALL•E) unexpectedly learned the ability to manipulate photographic
viewpoints & lighting, three-dimensionality, internal vs external structures, geographic and historical knowledge, as
well as creative and imaginary compositions.
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LinkedIn) and Microsoft, and a ready supply of talent through the reputation of its founder,
Mustafa Suleyman. Similarly, Xai leverages the prestige associated with Elon Musk, along with
data [118] from Tesla, SpaceX, and Twitter. These rare assets enable these newcomers to
exceptionally compete in a market dominated by established players.

3.2.4. Corporate Irresponsibility

Summary

There are numerous instances of the few players at the top of the food chain of GPAI indulging
in reckless behaviours towards users or individuals impacted by AI. A cultural lack of attention
to compliance and risk management has led to incidents. The race dynamics that AI
organisations are fostering by trying to outpace their competition is usually at the expense of
thorough evaluation. GPAI providers have frequently silenced internal opposition and are
lobbying hard to avoid external scrutiny, while their irresponsible behaviours range from
live-testing their models on vulnerable groups and data laundering, to offering “research
previews” and disclaimers to deflect responsibility and circumvent oversight.

As a result of the infrastructural aspect (challenge 1), the psychological, economic and political
power through generalisation (challenge 2), and the limited market competition (challenge 3), the
few players at the top of the food chain of GPAI development have already indulged in reckless
behaviour towards users or individuals impacted by an AI system. There is often a lack of
attention towards proper compliance and risk management within certain tech-focused regions,
as seen in Silicon Valley. This cultural inadequacy, exacerbated by the frenetic pace of innovation,
often results in lapses in adherence to product safety laws and cybersecurity protocols.

This corporate irresponsibility manifests itself in several ways. The first is the phenomenon of
"race dynamics", whereby AI companies strive to outpace their competitors even at the expense
of thorough evaluation and safety measures. This often comes hand-in-hand with the culture of
hype surrounding new technologies, which can overshadow the need for responsible
deployment and usage. Finally, there is a concerning trend of leading AI firms paying lip service
to the warnings of existential risk, while recklessly forging ahead towards those very dangers.

The inherent concentration present within the GPAI industry (as detailed in challenge 3)
particularly exacerbates this phenomenon of corporate irresponsibility and severe lack of
accountability towards society. This issue would undoubtedly be far less prevalent if GPAI
providers maintained rigorous internal accountability mechanisms. However, there is a growing
pattern of stifling internal criticism and dissent. This is evidenced by countless examples such as
Timnit Gebru’s contentious ousting [119] [120] from Google over a paper on the risks of large
language models, and the Amodei siblings’ departure [121] from OpenAI (along with nine other
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employees) to create Anthropic due to differences [122] in strategy emerging with Microsoft’s
investment in the OpenAI. Concurrently, Microsoft chose to disband [123] its AI ethics and society
team, even as it funnelled considerable resources into AI development through OpenAI.
Additionally, Geoffrey Hinton decided to resign [124] from his position at Google in order to
“freely speak out about the risks of AI”.17 This lack of internal opposition makes GPAI providers
poor wardens of societal values that their concentration of power implies. This silencing of
opposition is not limited to internal stakeholders: despite public statements implying their desire
to be regulated, GPAI providers are lobbying worldwide to avoid democratic accountability and
regulatory oversight.1819

This lack of corporate responsibility is epitomised by the tech industry’s mantra to “move fast and
break things”, resulting in a disturbing tendency to use society, particularly vulnerable groups, as
guinea pigs for untested technologies. A case in point is the Microsoft chief economist's
controversial claim at the Davos World Economic Forum that suggested more casualties were
needed before justifying AI regulation [126]. This practice also results in the exploitation of users,
especially in regions that may lack the regulatory infrastructure to protect them. A telling instance
is Microsoft’s decision to covertly test their GPT4-enabled Sydney chatbot on users in India as
early as November 2022, 4 months prior to publicised beta-testing on the rest of the world. The
insulting messages reported by one user [127] were eerily similar to the numerous accounts of
unhinged behaviour [128] exhibited by the Bing chatbot released in early 2023, suggesting that
even after over two months of testing on vulnerable groups in developing countries, Microsoft
had not learnt from its mistakes.

The willingness of GPAI providers to exploit vulnerable groups is also palpably demonstrated by
their decision to shift the onus of model fine-tuning onto outsourced workers. This technique,
called reinforcement learning with human feedback (RLHF), requires workers to “teach” models
to filter out harmful or offensive content from their output. Constant exposure to such distressing
content has been shown to have detrimental effects on the mental well-being of the workers
involved [129]. Outsourcing this task conveniently distances the tech giants from these harmful
working conditions. OpenAI, for example, outsourced such jobs to Kenyan workers, subjecting
them to distressing content for paltry wages and inadequate support [130]. Moreover, GPAI
providers also exploit large groups of the population that generate “data” protected by
copyrights (e.g. artists) or use illegal data (e.g. child pornography), sometimes instrumentalizing
non-profits and academic research to obtain such data with little oversight.20

A particularly egregious case of misuse has been demonstrated by Meta's handling of their
LLaMA GPAI model series. In 2023, within a week of Meta distributing the model to a supposedly

20 AI Data Laundering: How Academic and Nonprofit Researchers Shield Tech Companies from
Accountability - Waxy.org

19 Open (For Business): Big Tech, Concentrated Power, and the Political Economy of Open AI

18 Report details how Big Tech is leaning on EU not to regulate general purpose AIs | TechCrunch

17 Note that Trust & Safety lead of OpenAI, Dave Millner, also left the company in July 2023 [125].
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trusted group of researchers, the model was leaked online [50], raising questions regarding
Meta’s commitment to securing their models and demonstrating how easily a leak, hack or theft
can result in harmful actors or foreign states accessing millions of dollars worth of intellectual
property. The controversy triggered bipartisan questioning of Meta by US legislators [131]. To
make matters worse, Meta then went on to partly open source [132] a pre-trained version of the
second, more powerful generation of the model, Llama 2, allowing unsecured access to the
model weights, thus enabling ordinary members of the public to fine-tune the model, including for
malicious purposes.

Finally, tech companies frequently rely on "research previews" [26] and disclaimers to deflect
responsibility for the potential impacts of their products. This makes some of their most significant
risks invisible to consumer protection, product safety and risk-based regulations like the AI Act.
There have been additional concerns about unilateral deprecation of older models, to the
frustration of many downstream developers relying on it for business, and unilateral sudden
limiting of access to GPT4 via ChatGPT (from infinite to 25 messages per 3 hours), even for
paying users. Finally, some developers rely heavily on making their product addictive (by making
the chatbots answer as much as possible with questions) so that the user shares information and
provides more data.21

3.2.5 Misuse

Summary

Insufficient oversight facilitates nefarious uses. The generality of GPAI makes it difficult to
forecast all possible uses, amplifying in turn the risk of intentional or accidental misuse.
However, misuse incidents have shown that such models are rarely ready for consumer usage
and therefore should perhaps not be released into the market, and that better allocation of
accountability throughout the value chain is needed.

The tangible consequences of the lack of corporate responsibility just discussed (challenge 4) are
the misuse of GPAI models. Like many technologies, from hand tools to advanced
bio-engineering, GPAI models, if not properly secured and regulated, can be exploited for
nefarious purposes. Their inherent versatility and capability (Challenge 2), means that forecasting
their full spectrum of potential applications is a formidable challenge, even for their creators. This
unpredictability, coupled with the providers' negligence in their responsibilities to mitigating risks
to society, (Challenge 4) amplifies the challenge of intentional misuse [133], or malicious use,
beyond what is common for other technologies.

21 InflectionAI’s Pi.AI and Character.AI’s chatbots are famous examples of this tactic, which results in
enamoring and ex post feelings of being manipulated into a relationship [54].
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There are pieces of knowledge and know-how that society deems too hazardous to disseminate,
such as instructions for how to build a nuclear weapon or artificially engineer biological or
chemical weapons [134]. Yet, the developers of these models are seldom held accountable for
facilitating the proliferation of such dangerous information. Even when GPAI providers attempt to
enforce content-moderation controls, these guardrails are susceptible to “jailbreaks”, either
manually [135] through the use of special queries that can induce unintended responses [136] or,
even more concerningly, via adversarial attacks [137] in an automated fashion. The ease with
which these vulnerabilities have been exposed raises concerns about the safety of such models,
especially as they start to be used in a more autonomous fashion, and strongly suggests that the
models are not yet ready for market release. Unfortunately, best practices by one actor can be
negated by the poor practices of another: by making some of the larger GPAI models accessible
open source with guardrails, some careless industry players have enabled the creation of a
universal jailbreak that can effectively affect all GPAI models, including otherwise protected
API-based models [137].

Moreover, even accidental misuse -as opposed to intentional, malicious use- can result in
significant damage. The vast majority of users lack a comprehensive understanding of the GPAI
system and its associated risks. Worse, deployers embedding these GPAI models within their
systems have also limited access to know-how. Combined with poor standards for technical
documentation,22 this results in deployers causing -unwittingly, and therefore rarely documented-
incidents for affected subjects[138].

3.2.6 Technical Opacity

Summary

The significant influence that key AI developers have over academia is contributing to a ML
paradigm that stands in opposition to scholar approaches to research, anchored in safety and
trustworthiness. GPAI are technically opaque by design, and their high complexity introduces
several shortages. First, a lack of interpretability, or the fact that the internal workings and
“what the model thinks” is not fully understood. Second, a lack of predictability, reflecting how
the model, its capabilities and outputs are highly unpredictable. Third, a lack of corrigibility,
which derives from the combination of the former two shortages, resulting in notable difficulties
to correct undesired behaviours. Last, a lack of controllability, i.e. the feedback loop between
model and human operator is structurally ineffective.

22 A review of over 400 generative AI companies’ “technical documentation” has shown that almost all of
them only have marketing materials and do not abide by any technical documentation standards, with one
dramatic example being a company describing their product’s workings in 3 steps, with “Apply magic” as a
second step.
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As a result of the clear lack of competition focused on product safety (Challenge 4), and the
significant influence major players exert over academia (Challenge 3), the entire field of machine
learning has become entrenched in a technical paradigm that is inherently antithetical to safety
and trustworthiness. Moreover, the weights of these models being closely guarded trade secrets
(amounting to tens of millions of dollars in development costs for the largest models),
maintaining a level of technical opacity serves as a robust barrier to entry for individual,
financially-constrained, innovators. Consequently, there is little incentive for large GPAI providers
to promote transparency, even if it were technically feasible.

The techniques that underpin modern GPAI development are fundamentally rooted in
probabilistic methods , as opposed to other branches of engineering which rely on
well-established, deterministic scientific principles and models of the natural world. This
complexity and unpredictability means that often even GPAI providers do not fully comprehend
the decision-making processes of their models, let alone their capabilities [139] [140].

GPAI models are therefore opaque by design. They transform human-understandable data, such
as text or images, into semi-interpretable tokens, and these tokens are further translated into vast
arrays of numbers that escape human interpretation. Given the immense volume of data involved
- far greater than what a human can interpret - and their automated conversion to an
uninterpretable format, integrating human judgement and oversight seems incompatible with
current GPAI methodology.

Thus, the model's inherent complexity, stemming from its handling of vast datasets, surpasses
that of many contemporary sophisticated creations, including bio-engineered organisms and
particle accelerators. This level of complexity introduces several challenges:

● Lack of interpretability: interpretability is the extent to which the internal workings of an AI
model can be understood by humans. An interpretable model allows users to
comprehend why and how it arrived at a particular outcome or decision. This
characteristic is critical for trust, especially in high-stakes domains where understanding
the AI’s decision-making process is essential. With GPAI, the way the model “thinks” is not
fully understood, even by its developers. In contrast to other engineering disciplines,
where it is possible to understand instinctively the output or behaviour of a system given
an input and a transformation process23, in GPAI software engineering, the model itself is
a black box: no-one can determine what a weight or neuron’s role is, let alone a neural
pathway. That is, the internal workings of the training process is not understood by
humans. Even with rigorous post-training testing, understanding the reasons behind
models’ outputs remains a challenge. This also introduces GPAI-specific cybersecurity
challenges, as lack of interpretability complicates identification of whether weights have
been tampered with or whether the dataset has been poisoned.

23 And good instincts on this are generally a key sign of expertise in the given field e.g. in project
management, construction, manufacturing, business, etc.
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● Lack of predictability: Partly as a consequence of the lack of interpretability, the model’s
capabilities and behaviour is to a large extent unpredictable by humans. Entire categories
of output, such as modes of functioning and capabilities of the model, are frequently
discovered post-deployment. For instance, GPT-3, designed to process natural language,
unexpectedly showed the ability to write basic programs using programming languages,
much to the astonishment and delight of its developers [141]. Worse, the model resulting
from training is itself not predictable, though there are research efforts to simulate models
without having to train them. It is important to note that predictability is related to but
different from boundedness, another feature discussed in Challenge 2 (Generalisation &
capability risks). Robustness (the ability of a GPAI model to perform consistently and
accurately in a variety of different conditions, including those it was not specifically trained
for) is currently the best way to contribute to predictability of AI models with specific
intended purpose, but has turned out to be particularly challenging the more general a
model is.

● Lack of corrigibility: The combined lack of interpretability and predictability makes it
difficult to correct either the model or the development process to ensure that it is sound
and meets specifications. Irrespective of the potential costs, such as having to re-write the
training programme and re-train the model, as yet, there is an absence of clear guidance
on how to correct these models in order to achieve the desired outcome.

● Lack of controllability: As a result of the lack of corrigibility, the GPAI model cannot be
structurally controlled in the sense that the feedback loop between model and human
operator is ineffective. Specifically, while the model and its output affects the human user,
a human user or even a developer has limited ability to modify the model or its training
programme in a timely, meaningful and sustainable fashion so as to impose its
preferences upon the model - short of carrying out a new pre-training with a different
dataset.

For all four sub-challenges, there is a nascent academic field developing experimental methods
and approaches for potential solutions. Unfortunately, this field remains underfunded and
investments in that direction are dwarfed by the speed and scale of investments in developing
more general (and therefore more problematic) models. The industry still relies in large part on a
process of costly and mostly ineffective trial and error, where the costs are borne by society, as
opposed to investing in a fundamental solution or shifting paradigms.

3.2.7 Incidents and Accidents

Summary

As a result of technical opacity and lack of accountability, the risk of incidents and accidents
has already materialised. First, GPAI perpetuates and amplifies societal biases, resulting in
systematisation of macro- and microaggressions for discriminated groups. Second,
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misinformation and privacy violation incidents, including the fabrication and spreading of
misinformation, omission of crucial details, or the infringement of privacy rights. Last, accidents
from unexpected behaviours, have occurred even months before deployment, during internal
testing and live-testing on users. The risk of which is heightened in light of increasingly agentic
models or models interfaced with real-world systems.

A leading GPAI provider admitted openly that “we do not know how to train systems to robustly
behave well“ [81]. And indeed, as a result of the technical opacity of GPAI models (Challenge 6)
and the lack of accountability of the providers (Challenge 4), significant incidents have already
occurred. Coupled with the concerns regarding risks from increasingly general systems, including
AGI (Challenge 2), these occurrences pose a significant challenge in the GPAI landscape.
Incidents stemming from the unpredictability and unreliability of these models can be grouped
into the following three categories:

Bias and Discrimination: General purpose AI models, if trained on biased data from the internet,
can perpetuate and amplify existing societal biases [140]. Such biases could unintentionally
disadvantage certain groups based on protected characteristics, and could result in systemic
discrimination against already marginalised groups. There's also the danger of these AI systems
reproducing stereotypes in sectors like education, entertainment, and media [142]. For example,
certain generative AI models, such as Stable Diffusion from Stability AI, have been shown to
portray professions like doctors and judges in a manner inconsistent with population
demographics, thereby misrepresenting and potentially reinforcing gender and racial biases [143].
This risk translates into automated and systematic occurrence of macro- and microaggressions,
and to the extent these models are adopted widely in the economy and society, further
institutionalises discrimination.

Misinformation and Privacy Violations: Due to their unreliability and inscrutability, these AI
models can spread misinformation, omit crucial details, or even disclose true information that
infringes on privacy rights. The risk is particularly heightened in critical domains like medicine or
law where inaccuracies can have profound implications. Models can produce content referred to
as "hallucinations" that sound authoritative but are completely fabricated. Examples include
OpenAI's ChatGPT making false accusations [144] and Meta's Galactica producing incorrect
information [76]. Furthermore, general purpose AI models can potentially leak sensitive personal
information present in their training data, violating privacy norms.

Accidents: These models can exhibit unpredictable behaviour leading to potential accidents,
especially if interfaced with real-world systems. This unpredictability could arise from unusual
inputs (like glitch tokens or adversarial examples), or from models trying to achieve defined goals
in unexpected ways (reward misspecification errors). An example of this is an algorithm
producing buggy code [145] or behaving in a way that was not originally intended. Increasingly
agentic AI models, designed to be more autonomous, can act with less human oversight, leading
to serious negative outcomes [146]. There's also concern over models developing instrumental
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goals that involve manipulative or threatening behaviours, which can be harmful in real-world
deployments. An illustrative experimental instance of this is GPT-4 pretending to be a visually
impaired human to bypass a CAPTCHA [91]. As mentioned in section 3.1, these accidents also
occur during development, internal testing stage, red-teaming and RLHF stages, i.e. months
before deployment.
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4. Complicating factors

Summary

We discuss three main complicating factors. First, the combination and interaction of different
models accentuates most challenges. Second, the open-sourcing of GPAI models can mitigate
some challenges (Concentration of Power and Technical Opacity) but significantly exacerbate
others (Misuse and Incidents & Accidents). Finally, governing the value chain is crucial to
re-balance power dynamics and obtain corporate accountability - it also plays a pivotal role in
establishing a level playing field for all the actors involved.

As a consequence of the challenges and technical characteristics described in previous sections,
the landscape of GPAI models involves unique features that demand focused regulatory attention
as they exacerbate or mitigate some of the challenges identified. Addressing these complicating
factors will be paramount to the evolution and safe integration of GPAI in society. Figure 3
summarises the relationships between complicating factors and challenges.

Figure 3: Complicating factors in the GPAI industry

As models interact, either by design or inadvertently, their combined functionality can intensify
inherent risks and unpredictability. Such interactions not only magnify individual flaws in the
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system, but also introduce emergent behaviours that are harder to anticipate or control.
Regulatory initiatives will need to target accidental interactions and combinations of models to
ensure predictable and safe outcomes.

Additionally, the open-sourcing of GPAI models presents both opportunities and threats. While it
democratises development of the models and could address concerns like monopolistic
tendencies or technical opacity, it equally raises the likelihood of misuse, making these models
potential tools for malicious activities. As such, open-source models must be approached with a
balance between accessibility and security.

Finally, value chain governance in the GPAI industry underscores the need for equitable power
dynamics and corporate accountability. The prevailing concentration of power among upstream
players in the industry contrasts starkly with other regulated sectors, highlighting the urgent need
for proper documentation and liability. Value chain governance will be pivotal in establishing a
level playing field and ensuring that all actors in the chain bear an appropriate degree of
responsibility for the impact that the deployed model has on society.

4.1 Combinations of models/interacting models

Interactions between GPAI models, whether designed to interact or accidentally doing so, can
magnify the inherent risks associated with individual models and introduce new complexities.
Specifically, combining models can amplify the challenges of generalisation (Challenge 2), as the
merged models might demonstrate heightened autonomy and unpredictability.

Furthermore, the enhanced potency and versatility of combined models amplifies their potential
for misuse or malicious exploitation (Challenge 5), as new, unanticipated vulnerabilities emerge
from these interactions. Coupled with their increased complexity, these interactions may prove
more elusive, making detection and prevention by authorities significantly more challenging.
Consequently, these combined systems could become a more tempting target for malicious
actors, who could exploit this intricate system for harmful purposes.

Technical opacity (Challenge 6) becomes even more profound, as understanding intertwined
systems is considerably more challenging than interpreting individual models. Interactions
between models could lead to behaviour that is difficult to predict. This unpredictability is
heightened when multiple models are combined, which could lead to snowballing effects where
a small error or anomaly in one model is amplified across the combined system.

Lastly, the probability of incidents and accidents (Challenge 7) escalates, as errors or biases in
one model can cascade or compound when interacting with another, leading to unforeseen and
potentially catastrophic results. Interactions between models often occur in an autonomous
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manner, in the absence of a ‘human in the loop.' This means actions may be taken, or decisions
made, without human oversight, which could increase the risk of unintended consequences.

4.2 Open-source Models

The open sourcing of GPAI models presents a double-edged sword, providing both promise and
dangers for the AI community and society as a whole. On the one hand, open-source models
democratise access to advanced AI capabilities, fostering a culture of shared knowledge,
innovation, and community-driven enhancements. They offer potential solutions to some of the
challenges mentioned, such as mitigating monopolistic tendencies (challenge 3) by
decentralising AI development. Additionally, they can indirectly address the issue of technical
opacity (challenge 6), as the transparent and collaborative nature of open-source projects can
drive research towards better interpretability.

On the other hand, unrestricted access to open-source GPAI models can amplify the issue of
misuse (challenge 5) and incidents or accidents (challenge 7). With unrestricted access to model
weights and architectures, bad actors can easily bypass safety measures set by developers and
tailor these models for malicious ends. This might include disabling toxicity safeguards or
adapting the base model to produce harmful content or misinformation, propagate biases, or
even design advanced malware.

In essence, the open sourcing of GPAI models brings to light the pressing need to strike a
balance between fostering innovation and ensuring security and responsibility. While open
sourcing in the software realm fosters community-driven research and vulnerability detection, the
heightened risk of abuse in the AI sphere suggests the need for extra precautions or governance
measures, such as limiting access to unsecured model weights. Moreover, further complicating
the approach to open source models is the disagreements within the open source community
over whether these “open source” models are truly open source [147] [148]. The need to establish
a more granular classification than merely “open” versus “closed” source indicates that the
governance of open source will benefit from competent regulators dialoguing with and observing
the open source community.

4.3 Value Chain Governance

The concentration of power (challenge 3) within the GPAI industry has led to upstream oligopolies
wielding considerable bargaining power. As described above, this bargaining power may
manifest itself in the offloading liability onto downstream actors, in contract negotiations where
upstream suppliers adopt a "take it or leave it" stance or through withholding technical
documentation. This generates unique issues along the value chain of GPAI models.
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There exists a prevailing assumption that the digital realm remains beyond the need for
regulatory oversight or intervention (challenge 4). Unlike the GPAI sector, industries such as
automotive have established and formalised data-sharing practices. Every participant in the
automotive value chain shares the common objective of preventing accidents, such as car
crashes or recalls. In contrast, even the intrinsic motivation to safeguard their reputation doesn't
seem sufficient for some GPAI companies to adopt prudent policies. An aeroplane accident could
bankrupt an airline, yet the providers of the chatbot that convinced an EU citizen to commit
suicide are yet to be held accountable [60].

Effective value chain governance is therefore vital in order to prevent a lack of corporate
accountability within the GPAI industry. As a result of the technical opacity of these models
(challenge 6), it is virtually impossible for their downstream deployers to reliably predict what their
outputs will be. This makes mitigating potential malicious uses or unintentional incidents resulting
from their deployment even more challenging. The provision of comprehensive documentation,
including data sheets, model cards, and clear usage instructions, from GPAI providers will endow
downstream deployers with a deeper understanding of the tools they are testing, refining, or
fine-tuning, thus increasing the safety of the system and allowing for its joint liability.

Resolving cost-effectively the problem of value chain governance is therefore crucial: it will be
essential in order to ensure users dependent on this infrastructure are not exploited (Challenge
1), rectify the power imbalance (Challenge 3), make it more difficult as an industry player to
behave irresponsibly, through greater transparency (Challenge 4), enable mitigation and
prevention of misuse and malicious uses more cost-effectively (Challenge 5) and facilitate
prevention and response to accidents (Challenge 7). Note that this has been a significant issue
throughout the AI Act, as explained in Section 7.4.

The Future Society | 36



Heavy is the Head that Wears the Crown

5. Defining General Purpose AI for governance

Summary

Different challenges apply differently to different sub-categories under the umbrella term
“GPAI”, based on the generality of the GPAI model’s capabilities. As the AI Act should address
these challenges in a proportionate and risk-based manner, we distinguish between 3
categories and provide operational definitions. In brief, Generative AI applications are
implementations of AI techniques for the purpose of producing new content. Type-I General
Purpose AI models are AI models that are designed for generality of capabilities. Type-II
General Purpose AI models are AI models that are designed for generality of capabilities and
expand the technology frontier relative to 2022 models.

Table 2: Full definitions & examples

Name Definition Examples

Generative
AI
application

Implementations of AI techniques for the purpose of producing new content such as
images, text, videos and audio based on an input “prompt” that is generally simpler
than the output, such as a text sentence to generate an image. In the current
technological paradigm, the generation of convincing output is often achieved
through training on sufficient amounts of data using sufficient compute. As a result,
many generative AI applications are built on top of one of a few General Purpose AI
models, refined for a specific purpose through prompt-based training, fine-tuning,
and reinforcement learning with human feedback. They are distinguished from
discriminative AI applications or classifiers, which do not generate content as output
but instead classify input data.

chatbots (e.g. Replika), automated
text-to-voice generation (e.g. Voice AI),
computer code assistants (e.g. Tabnine’s),
and social media content generation (e.g.
tavus.io’s)

Type-I
GPAI
model

AI models or combinations of AI models that are designed for generality of
capabilities. In the current technological paradigm, generality of capabilities is often
achieved through self-supervised learning, requiring significant quantities of data
and computing power to estimate a significant number of internal model parameters,
in order to train the model to an acceptable standard. It is also possible to combine
GPAI models with each other to create new, often more powerful or more
generalised, models. As a result, they are characterised by a wider range of
capabilities than that of other AI models, including capabilities they were not
explicitly designed for, and can therefore be applied to many distinct types of tasks.

Adept AI’s ACT series, AI21 Labs Jurassic
series, Aleph Alpha’s Luminous series,
AWS Amazon Titan series, Cohere’s
Generation series, Conjecture’s model
series, EleutherAI’s GPT-Neo/J series,
Google & Google DeepMind’s Gato,
Gopher and PaLM-E, Meta AI’s CICERO,
Microsoft’s Kosmos-1, OpenAI’s GPT
series, Stability AI’s Stable Diffusion series,
and Tesla Bot’s underlying model.

Type-II
GPAI
model
(i.e
cutting-
edge)

AI models or combinations of AI models that are designed for generality of
capabilities and expand the technology frontier relative to 2022 models. Like Type-I
GPAI models, in the current technological paradigm, this often requires a significant
amount of data and compute power. The expansion of the technology frontier
relative to 2022 models has been achieved through unprecedented amounts of
compute power, combinations of models and other architectural insights to maximise
generality of capabilities.

OpenAI’s GPT-4 & upcoming GPT-5,
Anthropic’s Claude, Google’s LaMDA,
Google DeepMind’s Gemini, Meta AI’s
LLaMa, Microsoft’s GPT4-Prometheus,
InflectionAI’s PI, and Stability AI’s Stable
Diffusion 2.0 & XL.
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There is no common definition of GPAI across the scientific literature.24 A review of 28 definitions
put forward since 2021 in the academic and policy literature has highlighted the lack of
convergence, as these definitions often conflate the concepts of foundation models, generative
AI and general purpose AI systems; defining them by their functions or technical characteristics.25

Technically, current GPAI models are characterised by their scale (measured in number of
parameters26), as well as their reliance on self-supervised learning methods, transformer
architectures, transfer learning, and both context-dependent and context-independent memory,
which enable them to emulate some aspects of human cognition (e.g. attention and learning
generalisation). Functionally, GPAI is characterised by its widespread use as pre-trained models
for other AI systems. For example, a single GPAI for language can be used as the core for several
hundreds more applied models simultaneously27 (chat bot, ad generation, decision assistant,
spam bots, …), some of which are subsequently further fine-tuned into multiple applications
tailored for the customer. As a result, the seminal paper on the topic found that just a few GPAI
models are the basis for almost all applied models for language.28 In the context of a governance
regime, a clearer definition of the concept is necessary to ensure legal certainty. We therefore
attempt this, in light of the previous sections.

5.1 Distinguishing concepts based on challenges they pose

The conflation of concepts encompassed by GPAI (foundation models, generative AI, general
purpose AI models and systems, etc.) is particularly problematic because the challenges outlined
in the previous section do not apply to the same extent for each concept:

● Challenge 1 (Infrastructural aspect) is not as relevant to fine-tuned tools and services with
more specific intended purpose than most GPAI models, because they only exhibit high
levels of economic ubiquity when considered collectively, and are therefore less likely to
result in a “lock-in” effect than a single, highly-generalised GPAI model deeply embedded
within the economy.

● Challenge 2 (Generalisation & capability risks) is relevant to a given GPAI only to the
extent its developers design it so as to increase the generality of its capabilities. On the
other hand, some Generative AI tools are designed to generate high-quality content of a

28 “Almost all state-of- the-art NLP models are now adapted from one of a few foundation models.” (p. 5 in Bommasani,
Liang et al. (2021) [140]

27 For example, GPT-3 is estimated to be used by “tens of thousands of developers” [152] and in over 800 apps
currently placed on the market covering over 220 intended purposes [153]. Similarly, the original version of BERT (the
model underlying Google Search in 70 languages) has been “forked” into at least 9,000 models [154]

26 Parameters in AI are the elements of the program that are tailored automatically through training. A GPAI model has
several billion parameters or more. The biggest GPAI models available in 2023 have over 1 trillion parameters (Switch
Transformer: 1.6 trillion; Wu Dao 2.0: 1.75 trillion). However, there is significant research into training GPAI models that
perform as well as or better than the bigger models with a fraction of the parameters through information-retrieval or
mixture-of-experts modules [149] [150] [151].

25 “Definitions: GPAI vs Foundation Models vs Generative AI” (Forthcoming) briefing by The Future Society

24 “Defining General-purpose AI systems in the AI Act” (April 2022) briefing by The Future Society, which beyond the
lack of definition notes that the most thorough -though exploratory- discussion of GPAI can be found in [140]
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very specific type, through retraining or fine tuning more general purpose base models, in
a way reducing the base model’s perceived generality. That is, the goal of a GPAI
developer is to maximise the generality of capabilities, but this is not necessarily true of all
generative AI providers.

● Challenge 3 (Concentration of Power) is not as relevant for fine-tuned tools and services
with more specific intended purposes, because the barriers to entry for the “fine-tuning”
industry are relatively low. The issue of power concentration is more pronounced at the
top of the value chain for GPAI models, with a handful of large tech firms such as
Microsoft, Google and Meta dominating the field. However, there are already hundreds, if
not thousands, of downstream deployers of these models that can be classified under the
Generative AI umbrella, for whom this challenge isn't a significant concern.

● Challenge 4 (Corporate Irresponsibility) appears universally applicable across industry
niches, albeit in different ways:

○ In fine-tuned downstream tools, the corporate irresponsibility comes in the form of
misleading technical documentation, which can inflate customers’ expectations
and contribute to the overhyping of what the tools can actually achieve. ;
Additionally, there is the, often intentional, opacity as to what third party GPAI
model the tool is built upon, to maintain an illusion of in-house technical expertise
in order to justify premium charges.

○ For foundation or GPAI models, the concern lies in the developers’ active
participation in raising customers’ expectations about the capabilities of the
models while simultaneously shielding themselves from liability through
contractual terms that provide no assurances of fitness of purpose (in open
source licences, but also beyond that) and disclaimers indicating the customer
pays for a “research preview”.29

○ In the cutting-edge GPAI models, corporate irresponsibility is evidenced by the
developers’ acknowledgement or even active warning to regulators of the great
dangers posed by the increasingly capable technology. Yet, paradoxically, these
same developers continue to aggressively compete in the race for increasingly
capable models or AGI, thus actively developing even more capable and
dangerous models.

● Challenge 5 (Misuse) is particularly concerning for models with a wide range of
applications, though it remains a significant risk for those designed for specific intended
purposes. This challenge is even more acute for open source models compared to those
gated within an API. This stems from the fact that individuals with sufficient expertise can
exploit unrestricted access to the model's weights, parameters, and in some cases,
training data to fine-tune the model to exhibit dangerous characteristics. On the flip side,
those with insufficient expertise also accidentally misuse the model.

29 At time of writing (August 2023), Dall-E 2 is still considered in public “beta testing” [155] despite having
paying customers. ChatGPT until July 2023 was still considered a research preview, despite having
>100mn users since January 2023.
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● Challenge 6 (Technical Opacity) is particularly acute for cutting-edge models where only a
select group of engineers understand the model architecture and are familiar with the
model’s intricacies. Nevertheless, given that the majority of generative AI applications are
built upon these state-of-the-art models, the effect of their opacity is amplified throughout
the value chain.

● Challenge 7 (Incidents & Accidents) is problematic at all technological levels. However,
the impact of the accidents is proportional to the number of downstream users and to the
generality of the model capabilities. In particular, for cutting-edge (most general) models
that pose risks of catastrophic accidents or extinction events, accident prevention should
be emphasised as opposed to incident response for less capable models.

The nuances found for each challenge’s applicability to various technological concepts
(generative AI tools, foundation models, and cutting-edge general purpose models), we
distinguish between 3 categories, which do not present the same risk profile and encompass
different sub-concepts:

● 1. General purpose AI models that are designed for generality of capabilities and lie at the
cutting-edge of today’s technological development.

● 2. Other general purpose AI models that are designed for generality of capabilities but do
not lie at the cutting-edge.

● 3. Generative AI tools and applications which are not designed for generality of
capabilities but instead for automatically generating content in a more narrow category,
often building upon a general purpose AI model through fine-tuning and feeding it
task-specific data.

General Purpose AI is more general, requires specific resources and technical skill sets
increasingly concentrated in a few teams around the world, and are often re-used in hundreds or
even thousands of downstream applications, including Generative AI. Generative AI, on the other
hand, is technically defined by its content generation potential, not its generality of output.
Generative AI, as an industry, has come to refer to the application of AI-enabled content
generation into specific tools or to specific purposes, such as e-commerce chatbots.

Models, systems or applications? We use the term GPAI models as opposed to GPAI systems
because GPAI systems capture both GPAI models and many generative AI applications, in
different ways:

● An AI system is defined as an engineered system that generates outputs such as content,
forecasts, recommendations or decisions for a given set of human-defined objectives.30

● A model, on the other hand, is the mathematical or otherwise logical representation of a
phenomenon, including relations between items. In the context of AI, a model is the
representation of the properties of a given dataset, deduced by running an algorithm

30 Definitions from ISO/IEC 22989:2022, Information technology — Artificial intelligence — Artificial
intelligence concepts and terminology [156]
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using compute. For example, a language model is a representation of language i.e. a list
of probabilities that describe the probability of any word coming up after any given
combination of words, for any given combination of words.31 It is often the core
component of an AI system that leverages that model to turn input .

● An AI application is an AI system that fulfils a certain function or task.

We therefore do away with this intermingling of concepts by using “models” and “applications”.

5.2 Definitions

For the operationalisation of governance, we define each category as follow:

A. Generative AI applications: Implementations of AI techniques for the purpose of
producing new content such as images, text, videos and audio based on an input
“prompt” that is generally simpler than the output, such as a text sentence to generate an
image. In the current technological paradigm, the generation of convincing output is often
achieved through training on sufficient amounts of data using sufficient compute. As a
result, many generative AI applications are built on top of one of a few General Purpose
AI models, refined for a specific purpose through prompt-based training, fine-tuning, and
reinforcement learning with human feedback. They are distinguished from discriminative
AI applications or classifiers, which do not generate content as output but instead classify
input data32.

Typical examples of generative AI applications include chatbots [157] , automated
text-to-voice generation [158] , computer code assistants [159] , and social media content
generation [160] .

B. Type-I General Purpose AI models: AI models or combinations of AI models that are
designed for generality of capabilities. In the current technological paradigm, generality of
capabilities is often achieved through self-supervised learning, requiring significant
quantities of data and computing power to estimate a significant number of internal model
parameters, in order to train the model to an acceptable standard. It is also possible to
combine GPAI models with each other to create new, often more powerful or more
generalised, models. As a result, they are characterised by a wider range of capabilities
than that of other AI models, including capabilities they were not explicitly designed for,
and can therefore be applied to many distinct types of tasks.

32 For instance, email spam filters use AI to simply classify emails as “spam” or “not spam”, without
generating any original content themselves

31 Technically, it’s not words but tokens, which sometimes include multiple words, phonemes and
punctuation.

The Future Society | 41



Heavy is the Head that Wears the Crown

Typical examples for Type-I General Purpose AI models include Adept AI’s ACT series,
AI21 Labs Jurassic series, Aleph Alpha’s Luminous series, AWS Amazon Titan series,
Cohere’s Generation series, Conjecture’s model series, EleutherAI’s GPT-Neo/J series,
Google & Google DeepMind’s Gato, Gopher and PaLM-E, Meta AI’s CICERO, Microsoft’s
Kosmos-1, OpenAI’s GPT series, Stability AI’s Stable Diffusion series, and Tesla Bot’s
underlying model.

C. Type-II General Purpose AI models: AI models or combinations of AI models that are
designed for generality of capabilities and expand the technology frontier relative to
2022 models. Like Type-I GPAI models, in the current technological paradigm, this often
requires a significant amount of data and compute power. The expansion of the
technology frontier relative to 2022 models has been achieved through unprecedented
amounts of compute power, combinations of models and other architectural insights to
maximise generality of capabilities.

Typical examples include OpenAI’s GPT-4 & upcoming GPT-5, Anthropic’s Claude,
Google’s LaMDA, Google DeepMind’s Gemini, Meta AI’s LLaMa, Microsoft’s
GPT4-Prometheus, InflectionAI’s PI, and Stability AI’s Stable Diffusion 2.0 & XL.
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6. Emergence of a tiered approach: from category to tiers

Summary

We propose a tiered approach, in which requirements for GPAI models and Generative AI
applications are set in proportion to their risk potential, avoiding undue regulatory burden.
The approach includes three tiers: Generative AI applications, Type-I GPAI models, and
Type-II GPAI models. They are differentiated via a set of criteria for generality of capabilities
before deployment, as this dimension correlates with the challenges & risks identified. The
highest level of scrutiny is reserved for the models with greatest generality of capabilities,
which pose the greatest potential risk and challenges: Type-II GPAI.

We put forward four different ways to assess a model’s generality of capabilities. First, via the
amount of compute used during training, measured in so-called “FLOPs”. Second, via
skill-acquisition efficiency, which describes the efficiency with which a system or individual
can acquire new skills. Third, via a generality analysis that simultaneously evaluates the
versatility and performance across tasks. Fourth, via algorithmic efficiency and model
perplexity, which allow inferring generalizability as a function of a model’s computational
power, algorithm and the richness of its training data. Last, via modality-specific benchmarks. It
is important to encourage industry to report and predict generality of capabilities in a
consistent manner.

6.1 The tiered approach

As explained in the discussion of each challenge’s applicability, there is a need for distinguishing
between Type-I (akin to a typical foundation model) and Type-II (cutting edge general purpose
models) because of the different risk profile: while some Type-I models have been deployed
since 2019 and now mostly present risks related to their widespread embedding in economy, as
described in the section analysing current public discourse on GPAI, Type-II General Purpose AI
models advance the current state of the art, are not fully understood by their developers and
pose larger potential risks in case of failures during development. Moreover, these models are
being released publicly as a means of identifying model misbehaviour and bugs, essentially
treating users as live, unpaid testers of the model, rather than demonstrating its safety
“by-design" and robustness before public release.

These differences between Type-II GPAI models, Type-I GPAI models and Generative AI
applications imply different actions that their respective developers can undertake in order to
mitigate their different risks. Thus, a tiered approach to regulate (Type-I and Type-II) GPAI models
and Generative AI systems ensures that requirements are set in proportion to their risk potential.
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The highest level of scrutiny would be reserved for the most capable models, which pose the
greatest risk: Type-II General Purpose AI models. As these Type-II models naturally also present
Type-I models’ risks after the deployment stage, they should also be subjected to Type-I models’
requirements. Finally, since the main applications of Type-I and Type-II models are generative AI
applications, they should also enable the compliance of downstream generative AI applications
developers.

It should be noted that a fourth tier exists, situated between the Generative AI tier and Type-I
GPAI tier. This tier is the European Parliament’s “foundation model” regime in terms of regulatory
target and risk mitigation measures. This additional tier helps further distinguish “foundation
models” from the other two concepts. Foundation models would encompass all base models that
can be applied to several tasks in a given modality, but require significant fine-tuning to be useful.
This is different from generative AI because a foundation or base model can be applied to many
tasks, but it is also less general and less ready-to-use than Type-I GPAI, which are useful even
without fine-tuning. As the technical nuance is particularly difficult to make and necessitates
judgement calls of what constitutes usefulness/usability, and given the politicisation of that term,
we do not introduce this fourth tier in this blueprint.

This regulatory strategy shares its underlying logic with other regimes such as the Digital Service
Act33 or the U.S. EPA’s Clean Air Act’s Risk Management Programs for Chemical Accidents
Prevention [162] [163]. This strategy has also been put forward several times in the discussion
surrounding the AI Act’s coverage of general purpose AI models, some experts distinguishing
between systemic and non-systemic foundation models [164], between the most capable and
other foundation models [94], or between strategically significant and other foundation models
[165].

Table 3: A simplified tiered approach

Tier Name Definition Examples

#1 Generative
AI
application

Implementations of AI techniques with the goal of producing new
content such as images, text, videos and audio based on an input
“prompt” that is generally simpler than the output, such as a text
sentence to generate an image. In the current technological paradigm,
the generation of convincing output is often achieved through training
on sufficient amounts of data using sufficient compute. As a result, many
generative AI applications are built on top of a General Purpose AI
model, refined for a specific purpose through prompt-based training,
fine-tuning, and reinforcement learning with human feedback. They are

chatbots (e.g. Replika), automated
text-to-voice generation (e.g. Voice AI),
computer code assistants (e.g. Tabnine’s),
and social media content generation (e.g.
tavus.io’s)

33 The Digital Services Act (DSA) categorises and regulates 17 Very Large Online Platforms
(VLOPs) and 2 Very Large Online Search Engines (VLOSEs) based on their total number of users
[161]. The designation triggers specific rules that tackle the particular risks such large services
pose to society when it comes to illegal content, and their impact on fundamental rights, public
security, and wellbeing.
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distinguished from discriminative AI applications or classifiers, which do
not generate content as output but instead classify input data

#2 Type-I
GPAI
model

AI models or combinations of AI models that are designed for generality
of capabilities. In the current technological paradigm, generality of
capabilities is often achieved through self-supervised learning, requiring
significant quantities of data and computing power to estimate a
significant number of internal model parameters, in order to train the
model to an acceptable standard. It is also possible to combine GPAI
models with each other to create new, often more powerful or more
generalised, models. As a result, they are characterised by a wider
range of capabilities than that of other AI models, including capabilities
they were not explicitly designed for, and can therefore be applied to
many distinct types of tasks.

Adept AI’s ACT series, AI21 Labs Jurassic
series, Aleph Alpha’s Luminous series, AWS
Amazon Titan series, Cohere’s Generation
series, Conjecture’s model series,
EleutherAI’s GPT-Neo/J series, Google &
Google DeepMind’s Gato, Gopher and
PaLM-E, Meta AI’s CICERO, Microsoft’s
Kosmos-1, OpenAI’s GPT series, Stability AI’s
Stable Diffusion series, and Tesla Bot’s
underlying model.

#3 Type-II
GPAI
model (i.e
cutting-
edge)

AI models or combinations of AI models that are designed for generality
of capabilities and expand the technology frontier relative to 2022
models. Like Type-I GPAI models, in the current technological paradigm,
this often requires a significant amount of data and compute power. The
expansion of the technology frontier relative to 2022 models has been
achieved through unprecedented amounts of compute power,
combinations of models and other architectural insights to maximise
generality of capabilities.

OpenAI’s GPT-4 & upcoming GPT-5,
Anthropic’s Claude, Google’s LaMDA,
Google DeepMind’s Gemini, Meta AI’s
LLaMa, Microsoft’s GPT4-Prometheus,
InflectionAI’s PI, and Stability AI’s Stable
Diffusion 2.0 & XL.

6.2 How to assess “generality of capabilities”?

Generality of capabilities can be understood as the share of a finite but exhaustive list of
capabilities that a model can exhibit satisfactorily at any point during training.

● “Capabilities” refers to the concept of “broad cognitive abilities”, used by Chollet [166] , as
the intermediary echelon between general intelligence (i.e. extreme generalisation) and
task-specific skills (with either no generalisation or generalisation only at a very local level)
in his hierarchical model of cognitive abilities.34

● “An exhaustive list of capabilities” includes all theoretical capabilities of an intelligent
entity. A close but imperfect example is the O*NET lists of abilities, skills and knowledge.
2017 O*NET contains 52 abilities, 35 skills and 33 fields of knowledge (cf. Annex 1 for the
lists). Human Resource services firms have more thorough lists of such abilities at various
levels of granularity.

● “The share of” such a list that a model can exhibit satisfactorily at any point during
training is assessed by testing the model’s performance at that capability, for a given
operationalised threshold of “satisfactorily” (which includes consideration of time or
compute constraints for achieving a certain performance). Eventually, this performance

34 Note that capabilities is also related to concepts in in O*NET database [167]. The concept is limited to human
capabilities which are currently in use in the US economy, while a GPAI model could have additional capabilities.
These O*NET concepts include “Abilities” defined as “Enduring attributes of the individual that influence performance”
Skills, containing “Basic Skills” (Developed capacities that facilitate learning or the more rapid acquisition of
knowledge) “Cross-functional Skills” (Developed capacities that facilitate performance of activities that occur across
jobs), and “Knowledge” (Organised sets of principles and facts applying in general domains).
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will have to be predicted by the developers without having to train the model at all, as this
prediction will inform development decisions and significant investment decisions.

It would be tempting to operationalize the last point through a series of test tasks that represent
each capability assessed. However, using task-based evaluation to predict capabilities would fail
to capture the ability of GPAI models to learn to solve tasks i.e. the dynamic nature of their
task-solving abilities; a dynamism predetermined by their capabilities which are more stable over
time [168]. Task-based evaluation would too easily lend itself to overfitting or, on the contrary,
artificial stunting for compliance reasons. Alternative approaches to assessing capabilities include
psychometric approaches [166] and information-theoretic evaluations [168]. While these have
been implemented and tested, few if any modern GPAI models have been assessed in a
systematic way, and they remain experimental.

Importantly, a large language model’s capability is not defined as its ability to predict the next
token with highest accuracy - even though this is what it has been programmed to do. Its
capabilities emerge from its pursuit of that straightforward objective when provided with the
necessary ingredients of a carefully-prepared dataset, large amount of compute and a training
programme to communicate that objective. It is the emergence of these capabilities from a
relatively simple (though data- and compute-intensive) process that makes general purpose AI so
economically valuable. It is also what underlies their opacity, perceived complexity, and resulting
riskiness.

In order to operationalize this definition, we propose the formation of a pool of European
Benchmarking Institute as propounded by the European Parliament Committee on Industry,
Research and Energy [169]. At its core, the Institute will contain a specialised taskforce,
composed of benchmarking experts from across the EU and Member States metrology labs. Such
an institute would be instrumental in devising robust and accurate metrics, along with
measurement protocols as highlighted in Article 15 of the European Parliament’s compromise text
on the AI Act. The vision is to model this after the american counterpart National Institute of
Standards & Technology (NIST), working closely with the EU AI Office, standard-setting
organisations and benchmarking laboratories of Member States. To ensure the effectiveness and
longevity of the taskforce, it is vital to institutionalise it by providing it with a clear mandate and a
dedicated budget. Furthermore, this approach should be subjected to periodic reviews by expert
panels to ensure its continued relevance and effectiveness. With adequate foresight and
planning, there is a valuable opportunity here to institutionalise an approach that is both resilient
and adaptive.

A core mandate of the Benchmarking Institute will be to ensure that AI models are assessed for
their generality of capabilities, and to prevent that the imperfect proxies for assessing this
dimension supersedes the meaning of the dimension itself. The development, maintenance and
updating of state-of-the-art measurements procedures for generality of capabilities would
therefore be its main work programme. If the GPAI models are found to be general based on

The Future Society | 46



Heavy is the Head that Wears the Crown

these measurement procedures, they must align and comply with any pertinent requirements set
forth by the AI Act.

In the box below, we outline a handful of metrics that could be used to evaluate the generality of
a given GPAI model, facilitating its categorization across tiers.

Box 1: Proxies for “generality of capabilities”

Floating Point Operations (FLOP) used in training
The current “deep learning” paradigm in the field of AI has seen the emergence of compute-
and data-intensive large GPAI models, which are mostly opaque and unpredictable but exhibit
very broad generality of capabilities, in a way that correlates with the amount of compute used
during training. This informs the initial criteria provided in this section to gauge the overall
generality of the model. However, when equivalent generality of capabilities is achieved
through other methods under other paradigms (e.g. expert models and emulations) the criteria
in this section will need to be supplemented or made more focused on the relevant concept to
reflect this evolution and ensure a technology-neutral regulatory regime.

The relation between training compute and generality of capability is known as the scaling laws
[170]. When it comes to measuring compute, the general industry practice is to use floating
point operations, ‘FLOP’. A floating point operation is a computer operation equivalent to one
basic mathematical operation (addition, multiplication, subtraction, or division).

For our purposes, the total amount of FLOP used to train the model is measured accounting for
all FLOP used to develop the model at least back to 1st January 2021. This includes FLOP from
the training runs themselves, the FLOP of models used to generate training data (if any) and the
total amount of FLOP used to train the base or foundation models components (if any). This
ensures there are no loopholes whereby a more powerful GPAI model is built by using a
combination of (or “scaffolding” around) 2021 or 2022 models.

It should be noted that the amount of compute needed to achieve a given level of capability
tends to decrease over time due to algorithmic progress: newer models require comparatively
less compute than older models for achieving a given level of generality of capability. This
phenomenon can be referred to as “capability-per-FLOP” inflation. As a result, to be
converted into comparable “2022-FLOP”, an adjustment is needed to ensure consistent
measurement: past models’ Total amount of FLOP is adapted downward, and future models’
Total amount of FLOP is adapted upward. Noting this, the AI Board should convene at least
yearly to assess whether to update “capability-per-FLOP” inflation figures, based on expected
algorithmic efficiency gains in the previous year.
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The total amount of FLOP disclosed nowadays is the outcome of measurements that are not
standardised. Both developers and cloud compute providers would have better estimates of
these figures available internally. Existing estimates also do not factor in the
“capability-per-FLOP” inflation. Nevertheless, these existing estimates are a starting point to
assess the incidence of the tiered approach on the economy.

However, based on existing estimates of training compute compiled and published by external
researchers, as of July 12 2023, there have been around 30 Type-II GPAI models developed so
far (Claude 2, GPT4, PaLM 2, …) by around 8 providers [171]. There have been around 60 Type-I
GPAI models developed so far (Stable Diffusion, DALL-E, Ernie 3.0, Gato, …) by around 16
providers, including the ~8 Type-II providers. This is using thresholds defining Type I GPAI as
10^21 to 10^23 FLOP and Type II GPAI as 10^23 to 10^26 FLOP.

Table 4 provides a set of criteria, including total amount of FLOP used to train the model
(2022-FLOP) as a means of determining whether a given model is Generative AI, Type-I GPAI or
Type-II GPAI. That is, the total amount of FLOP used to train the model is being used as a proxy
for the model’s generalisation capabilities. Whilst we expect this to be an adequate stop-gap
measure for the next 2 years, this approach to approximating generalisation will almost
certainly need to be augmented in the relatively near future with more accurate benchmarks,
such as Skill Acquisition Efficiency and Generality Analysis or modality-specific benchmarks,
such as MMLU. Unfortunately such metrics have not yet been widely tested and adopted within
the AI industry as a means of measuring GPAI capabilities. However we hope that with further
research, and with support from the European authority on benchmarking, this situation will
change. Other benchmarks as appropriate shall be developed or formalised by the European
authorities on benchmarking.

Skill-acquisition efficiency
Chollet [166] argues that a major component of intelligence is not just the ability to perform a
task (which might be the result of prior learning or training) but the efficiency with which a
system or individual can acquire new skills. The concept of “skill-acquisition efficiency” is
therefore defined by Chollet as how efficiently an agent can learn new tasks, given a certain
amount of experience or training data. That is, the greater a model’s skill-acquisition efficiency,
the greater its ability to generalise across a range of tasks.

Chollet’s Abstraction and Reasoning Corpus (ARC) then serves as a practical benchmark for
evaluating the theoretical notion of intelligence defined as skill-acquisition efficiency.The goal
of ARC is to test the true adaptability of a model, ensuring that success on its tasks requires
genuine reasoning and cannot be achieved by brute force or memorization alone. Whilst
Chollet does not provide a quantitative measure of the generalisation of the evaluation set
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given the test set, or the generalisation difficulty of each task, the performance of a given
model could nonetheless be quantified as a percentage, representing the fraction of tasks it
was able to solve correctly out of the total number of tasks. This would give insights into the
model’s degree of skill-acquisition efficiency and allow for comparisons between models with
regard to this metric: a model that can solve a high percentage of ARC tasks demonstrates
better skill-acquisition efficiency and, by implication, better general problem-solving abilities.
Note that there have been numerous implementations [172] of the ARC and, contrary to many
implementable benchmarks in machine learning that become obsolete after a few months,
ARC has remained very discriminative [173] across levels of generality, with best performance
steadily rising every year since 2020, but still falling very short of human performance.

Generality Analysis
A second auxiliary metric to use for measuring the general intelligence of a given model is
Hernandez-Orallo et al.’s Generality Analysis [174]. It does this by measuring two aspects of the
model: “Generality” and “Capability”. Generality refers to how uniformly an agent's capability is
spread across tasks of varying difficulty, whilst Capability denotes the maximum performance
level an agent can achieve on the tasks it can handle. It's a measure of an agent's peak
proficiency.

Generality Analysis is calculated using a response matrix, which represents the performance of
agents (rows) on various tasks (columns). An intrinsic measure of difficulty is also factored in,
which defines how hard each task is. Generality is measured based on how an agent's
capability is distributed concerning this difficulty. The mean value for each row, representing an
agent, across each task is provided as the overall Generality Analysis coefficient between 0
and 1.

One of the most notable differences between Generality Analysis and other analysis types like
Principal Component Analysis, factor analysis, or Item Response Theory is that the latter are
populational, meaning they are influenced by the entire population's performance. Generality
Analysis, when using an intrinsic difficulty metric, remains independent of population effects,
focusing on individual performance relative to task difficulty.

Data richness, Algorithmic Efficiency and Model Perplexity
Broadly speaking, the generalizability of a model's capabilities can be understood as a function
of its training compute power, the richness of its training data, and algorithmic efficiency. The
relation between training compute and generality of capability is known as the scaling laws.
Training compute is the first proxy explained at length in this box, measured in FLOP.

The relation between richness of training data (quantity, average quality and diversity of data)
and generality is a topic of active research. It is often assumed that greater data richness
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implies greater generality of capabilities, though the relation is unlikely to be linear. Measuring
data richness can be done by comparing the size of datasets compressed using a standardised
compression method. The advantage of this method is that there is no need to actually train
the model in order to predict generality, as data richness is an ex ante ingredient.

The relation between algorithmic efficiency and generality of capabilities relies on calculating
the “perplexity” of the model. By accurately predicting a model's perplexity, we could infer its
generalizability. This, in turn, would allow us to apply the appropriate requirements and
obligations to GPAI models with a clear distinction between their classifications (Type I and
Type II). However, predicting the perplexity of an upcoming model based solely on its training
programme is currently only a theoretical endeavour, with significant hurdles towards
implementation.

A challenge in using model perplexity as a criterion for classifying GPAI models is that it is
sensitive to the test set used. This means that if a model is trained specifically to perform well
on a particular test set, its perplexity will look artificially good (and therefore its algorithmic
efficiency artificially high). This opens up the possibility of "gaming" the metric if the test set is
not kept secret or is inadequately representative. Another drawback is that perplexity (and
therefore algorithmic efficiency) is measured ex-post (i.e. once the model is trained) and
therefore cannot be fully predicted in advance. However, a possible countermeasure for both
of these issues could be for a global regulatory body to maintain a confidential test set, using it
to monitor perplexity during training runs of cutting-edge models. This could serve as an early
warning mechanism for sudden improvements in algorithmic efficiency. If the algorithmic
efficiency of a model at an early checkpoint of training surpasses that of previous models at a
similar checkpoint, the authorities and developer could decide to interrupt training or to
proceed more cautiously.

Modality-Specific Benchmarks
The current landscape of GPAI models suggests that for the next 1-2 years, the total compute
used for training a model, measured in FLOPs, could serve as a reliable proxy for its
generalisability. However, with the emergence of smaller models that demand fewer FLOPs
while still achieving better levels of generalizability and capability, there will be a growing need
to integrate a robust metric for a model's generalisation ability into the GPAI model tiering
process. If current metrics like Skill-Acquisition Efficiency and Generality Analysis fall short or
aren't suitable, it may be worth considering modality-specific benchmarks as temporary
solutions until a more universally accepted measure for generalisability is established. For
instance, the Automated Programming Progress Standard (APPS)evaluates a model’s
proficiency in solving coding problems using unrestricted natural language [175]. Similarly, the
MATH [176] benchmark assesses the capability to tackle competition-level mathematics
problems, while the MACHIAVELLI [177] benchmark is designed to gauge models’ tendencies
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towards power-seeking behaviours, causing harm, and ethical infractions. Massive Multitask
Language Understanding (MMLU) [178] has been used for language models’ generality.

Table 4: Assessing tiers’ thresholds through operational tests

6.3 Implications of the tiers

The operational tests outlined in Table 4 and Box 1 inform the boundaries for falling into a tier or
another. We can assess in practice the number of regulated entities and, if possible, products in
each tier thanks to this work:

● Tier #1: Generative AI applications → we identified over 400 providers worldwide falling in
this category. Each of these often has multiple applications (e.g. voice generation also
enables voice emulation), implying several thousands of applications. Note that the
category is very dynamic: compiling the list of 400 providers over a period of 3 months in
2023Q2, we realised that two dozens of the first companies we had identified had
already disappeared or been acquired.

● Tier #1.5: Foundation models → we estimate 40-80 providers providing 85-170 foundation
models. Indeed, as of September 17, 2023, one of the most thorough mappings identifies
175 foundation models from ~50 different providers [179]. However, the inclusion criteria
are unclear. Moreover, these figures include most of the Type-I and Type-II GPAI models,
which are already accounted for in tiers 2 and 3. We therefore reflect this uncertainty.
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Tier Name Operational test(s):

#1 Generative
AI
application

1. Built upon a general purpose AI model
2. Refined for a specific purpose through prompt-based training, fine-tuning, reinforcement learning with human
feedback, or other methods to narrow the model’s purpose to a specific task with limited scope

#1.5 Foundation
Models (EP)

1. Can be applied to a wider range of tasks than tier #1
2. But still only <10^21 2022-FLOP to train the model

If any of these
criterion is met:

Total amount of
FLOP used to train

the model
(2022-FLOP)

Modality- specific
benchmarks

(e.g. MMLU average for
language)

Skill Acquisition
Efficiency

(ARC Challenge)

Generali
ty

Analysis

EU-endorsed summary
benchmark

#2 Type-I GPAI
model

>10^21
≤10^23

>40.0
≤68.0

>40/800
≤60/800

… …

#3 Type-II GPAI
model

>10^23
≤10^26

>68.0
≤88.0

>60/800
≤100/800

… …

#3+ Prohibited? >10^26 >88.0 >100/800 … …
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● Tier #2: Type-I GPAI models → based on compute estimates35, as other test results are
unavailable, we identified 62 models that fall between 10^21 and 10^23 of 2022-FLOP of
compute (cf. box 1), incl. models developed by 14 different non-academic,
non-governmental providers.36

● Tier #3: Type-II GPAI models → based on compute estimates37, as other test results are
unavailable, we identified 28 models that fall between 10^23 and 10^26 of 2022-FLOP of
compute (cf. box 1), incl. models developed by 10 different non-academic,
non-governmental providers.38

● Tier #4: prohibited GPAI models → based on compute estimates, no model has gone
>10^26 of 2022-FLOP of compute, no provider falls into this tier.

Note that the figures for the number of regulated entities have significant drawbacks. First, some
providers remain secretive about the models they develop or even whether a model is deployed,
because of commercial strategy relying on publicising only when ahead of competition (e.g.
Apple; InflectionAI and Tesla/Xai; or in the case of Microsoft deploying quietly GPT4-enabled Bing
Chat in India and Indonesia) or because of sensitivity of the industry they provide to (e.g. Palantir).

Second, when the existence of a model is known, the relevant tests are mostly not carried out or,
at least, the results are often not disclosed, even in whatever technical documentation exists (this
is partly due to the challenge of Corporate Irresponsibility afflicting the industry).

Third, while some tests and assessment are carried out externally by experts39 for some relevant
operational tests or in competitions disclosing results on leaderboards40, there is little
harmonisation in the dimensions to measure, the protocol to measure them, and the way to
report these measurements in a comparable and transparent way. The pooling of national
benchmarking capabilities at the EU level should address some of these issues.

40 Hugging face leaderboard for LLMs

39 Epoch.org, HELM being two examples.

38 Namely: Amazon, Yandex, AI21 Labs, Inspur, Facebook/Meta, Anthropic, Google/Brain/DeepMind,
Microsoft, OpenAI, Baidu

37 Epoch “Parameter, Compute and Data Trends in Machine Learning”, 2023, CC-BY,
https://epochai.org/data/pcd

36 Namely: Facebook/Meta, IBM, Beijing Academy of AI, Google/Brain/DeepMind, Microsoft, Alibaba Group,
EleutherAI, Open AI, NVIDIA, Baidu, Cerebras, Runway/stability.ai, Huawei, NAVER.

35 Epoch “Parameter, Compute and Data Trends in Machine Learning”, 2023, CC-BY,
https://epochai.org/data/pcd
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Full table: Estimated number of regulated entities per tier

Tier Name Operational test(s): Estimated #
of regulated
entities

#1 Generative
AI
application

1. Built upon a general purpose AI model
2. Refined for a specific purpose through prompt-based training, fine-tuning, reinforcement learning
with human feedback, or other methods to narrow the model’s purpose to a specific task with limited
scope

>400 providers,
several 1000s of
applications

#1.5 Foundation
Models (EP)

1. Can be applied to a wider range of tasks than tier #1
2. But still only <10^21 2022-FLOP to train the model

40-80 providers,
~85-170 models

If any of these
criterion is met:

Total amount of
FLOP used to train

the model
(2022-FLOP)

Modality- specific
benchmarks

(e.g. MMLU average for
language)

Skill Acquisition
Efficiency

(ARC Challenge)

Generali
ty

Analysis

EU-endorsed
summary
benchmark

Estimates for tiers 2
& 3 based on

compute estimates,
as other test results

unavailable

#2 Type-I GPAI
model

>10^21
≤10^23

>40.0
≤68.0

>40/800
≤60/800

… … 14 providers,
62 models

#3 Type-II GPAI
model

>10^23
≤10^26

>68.0
≤88.0

>60/800
≤100/800

… … 10 providers,
28 models

#3+ Prohibited? >10^26 >88.0 >100/800 … … 0 provider, 0
model

Moreover, using compute estimates makes providers with particularly inefficient training (i.e.
training that requires many more FLOPs than expected to achieve a given level of generality of
capabilities) likely to be captured in a higher tier higher than would be implied by the generality
of capabilities of its model. Finally, english-language bias persists in the GPAI industry,
exacerbated by the secrecy some foreign providers may want to preserve during their
fundraising or the difficulty to compare models in different languages or cultural contexts. It is
possible that several providers of GPAI models abroad, notably in China, would be overlooked by
third party experts, and it is possible that several would unduly be included due to lack of
comparable testing configurations.

The estimates of the number of regulated entities and models are therefore only indicative. Only
a regulatory intervention requiring suspected providers to share the information can help be
more precise.
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7. Enforcement & complicating factors

Given the potentially transformative impact of GPAI models and their potential risks, ensuring that
the AI Act's provisions are effectively enforced despite the complicating factors is paramount. To
this end, a range of enforcement measures and mechanisms will need to be put in place to
achieve efficient and responsive implementation of the Act's regulations and to address nuances
of the GPAI industry..

This chapter introduces and elaborates on various enforcement and implementation measures.
Each measure is explained using a 'What', 'Why', and 'How' structure, in order to provide a clear,
comprehensive explanation of each mechanism. This tripartite structure is designed to facilitate a
comprehensive understanding of each requirement as one of the key concerns for stakeholders
observing the AI Act has been the absence of clarity or granularity of the discussions, or the
disconnect with business reality.

The 'What' section provides an overview of the measure, defining its main features. It outlines the
measure itself, describing the measure proposed. It provides a detailed description of the
expectations for various actors, sets clear guidelines on what needs to be achieved or adhered
to, and the outcome.

The 'Why' section delves into the rationale behind the measure, explaining why it is needed and
the benefits it brings in the context of GPAI regulation. This section delves into the underlying
motivation for each measure. The aim is to make explicit the connection between the challenges
posed by the deployment of GPAI models and the measures designed to mitigate those risks.

Lastly, the 'How' section outlines how each measure is to be implemented, providing insights into
the operational aspects and practical application of the enforcement mechanism or requirement.
It serves as high-level operational guidance, providing where possible means and actionable
steps or methods for the successful execution of each measure. This could include examples of
best practices, required resources, potential challenges and ways to overcome them.

7.1 Measures for proper enforcement or implementation

Summary

Ensuring the enforcement of the AI Act’s provisions is paramount to address the potential risks
entailed by GPAI models. To this end, a set of mechanisms need to be put in place to achieve
an efficient and responsive implementation of the Act’s rules for generative AI and GPAI
models, including:

● Navigator programme, which fosters direct bilateral relations between the European
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Commission or AI Office’s staff and each Type-II GPAI development team to promote
trust and compliance.

● Regulatory Sandboxes, which allow for testing new products in a real-world
environment for developers and regulators to better understand the technology.

● AI Office, which would act as a central point of contact for all stakeholders,
concentrating expertise and enforcement capacities.

● EU-level Pool of benchmarking authorities, capable of bringing together Member
State’s metrology and benchmarking authorities to promote accountability and
consistency across norms and standards.

● Database of GPAI models hosted by the AI Office, in which all GPAI providers register
their models in Europe to facilitate the work of the Commission and the Member States
and to foster transparency.

● Updates of technical thresholds in the legislation, such as the adoption of
implementing acts by the commission where the technical aspects are specified to
ensure GPAI is effectively governed.

From establishing agile governance solutions to fostering direct interactions between AI
developers and regulatory authorities, these enforcement measures play a crucial role in
translating the Act's provisions into tangible, effective regulation. Moreover, by allowing for
flexibility, direct engagement, and collaboration, these measures aim to strike a balance between
fostering innovation in AI and ensuring its safety, trustworthiness, and alignment with societal
values. We explore enforcement in several other articles.41

7.1.1 Navigator Programme

Summary

The Navigator Programme is intended to foster direct bilateral relations between the
European Commission or AI Office’s staff and each Type-II GPAI development team,
facilitating monthly discussions under strict confidentiality agreements. Addressing the
challenges of rapid innovation and technical opacity in the field of GPAI, this programme
promotes trust and compliance by building mutual understanding between developers and
authorities.

What: The Navigator Programme is a governance solution aimed specifically at developers of the
most significant GPAI models (i.e. Type-II). The programme shall foster direct bilateral relations
between the European Commission or AI Office's trained staff and each GPAI development team,
facilitating monthly discussions under strict confidentiality agreements. These discussions will
span topics from latest progress and experimentation in the GPAI team to measures in place for
quality assurance and risk management.

41 Giving Agency to the AI Act (2023) [4] The Future Society & Blueprint for an EU AI Office (forthcoming)
[180] The Future Society.
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Why: Corporate Irresponsibility (Challenge 4) and technical opacity (Challenge 6): Given the rapid
innovation and unpredictable evolution in the field of GPAI, traditional, static governance
mechanisms prove inadequate. Instead, a dynamic, tailored approach is required to balance
innovation and trustworthiness. The Navigator Programme's flexible controls address this need. It
directly engages with GPAI developers to ensure proportionate compliance-by-design and builds
an evidence base for designing smarter governance mechanisms in the future. Furthermore, the
regular dialogue shall form a mutual understanding and a trust-based partnership between
developers and authorities, allowing both parties to navigate each other through legal
implications and technological advances, respectively..

How: The implementation has been covered at length in earlier work [6]. In brief, each Type-II
GPAI development team is assigned a staff member from the European Commission, who initiates
monthly dialogues regarding the model's progress, risk management, and regulatory compliance,
among other topics. This staff member serves as a navigator for the developers, guiding them
through the legal implications of their work, while the developers keep the civil servant up to date
with the latest technological advancements. All interactions are subject to strict confidentiality to
protect commercially sensitive information.

7.1.2 Regulatory Sandboxes

Summary

Regulatory sandboxes allow innovators to test their new AI-based products and services in
the market under increased regulatory oversight. It provides regulators with a deeper
understanding of new technologies and business models, and builds customer confidence in
engaging with disruptive technology providers.

What: Regulatory sandboxes (RSs) are programmes administered by the AI Office that allow
innovators to test their new AI-based products and services in the market under increased
regulatory oversight. They have been covered thoroughly in our earlier work.[3]

Why: Corporate Irresponsibility (Challenge 4) and technical opacity (Challenge 6): RSs allow for
monitored regulatory flexibility for entrepreneurs to test their innovations in the market, provide
regulators with a deeper understanding of new technologies and business models, and build
customer confidence in engaging with disruptive technology providers. RSs enable
entrepreneurs to work transparently and in collaboration with regulators for
compliance-by-design, rather than attempting to fly under the radar of authorities. The insights
gained by regulators can be used to assess and refine the regulatory environment. Additionally,
customers and society at large can benefit from the adoption of innovative products, knowing
that their fundamental rights, health, and safety are protected.
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How: The creation of RSs necessitates the establishment of two types of RSs: Physical RSs for AI
systems embedded in physical products or services, and Cyber RSs for standalone AI systems
operating in cyberspace. The differentiation ensures appropriate and tailored testing
environments for different types of AI applications.

The rollout of these RSs will occur in three phases: Phase 1 aims to generate demand for
sandboxes from entrepreneurs and regulators, facilitated through the creation of an "innovation
hub" and the promotion of compliance-by-design practices. In Phase 2, efforts will focus on
boosting the capacity of regulators and increasing customer confidence through transparent
information sharing about AI systems and investment in institutional infrastructure. Phase 3 will
involve an evaluation and potential redesign of the ecosystem based on impact assessments and
previous experiences, with plans for streamlining and scaling the system developed according to
the needs and constraints of both Physical and Cyber RSs.

7.1.3 AI Office

Summary

The AI Office would serve as a central point of contact for all stakeholders, bringing together
the necessary expertise and resources to enforce the new regulation across Member States
and abroad, to facilitate the concentration of expertise and resources.

What: The AI Office would serve as a central point of contact for all stakeholders, bringing
together the necessary expertise and resources to enforce the new regulation across all EU
Member States and foreign regulated entities. As discussed extensively in other research [180]
the Office would interact with regulated entities and providers of models of concerns i.e. these
models that fall in the upper tiers or that affect a cross-section of member states. Though
consensus hasn’t been reached, various legislators would like the EU-level authority to be
assigned several missions related to GPAI models (Type-I and Type-II) [4], , including but not
limited to several necessary for the proper enforcement of the tiered-approach suggested here:

● Monitoring of the technological and commercial landscape; collect evidence and monitor
efforts for incident management and major accident prevention.

● Foresight for technological trends, with internal reports about current and planned
training activities by GPAI providers; monitoring of large training runs as defined in the
tiered-approach.

● Inspecting and carrying out unannounced visits to development facilities, carrying out
interviews of developers.

● Cooperation with external experts, establishment of an advisory group for
general-purpose AI models; collaboration with regulatory authorities abroad.

● Oversight of the Navigator Programme and of the Regulatory Sandboxes.
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● Bringing together national metrology and benchmarking authorities and provide guidance
to address the technical aspects of the AI Act

● Providing guidance on risk assessment methodology, on delegated acts, on common
specification, on compliance and acceptable means of compliance.

● Render binding the commitments made by existing GPAI providers.

Why: The AI Office will facilitate the concentration of expertise and resources, thereby ensuring
effective and consistent enforcement of the new AI regulation across all member states and
foreign entities. This would help govern AI industry players of concern (such as GPAI providers)
cost-effectively and provide a centralised platform for stakeholder interaction.

How: As discussed in [4], the AI Office could function through two primary modes: an AI Board or
an AI Agency. An AI Board leans towards a more decentralised approach, enabling Member
States to retain more control but potentially leading to inconsistencies in the application of the AI
Act. In contrast, an AI Agency adopts a centralised stance, ensuring consistent application of AI
regulation but potentially facing resistance due to perceptions of national sovereignty
infringement. An AI Agency set-up is preferred, in particular to deal with regulated entities of
concern with compliance function.

7.1.4 EU Benchmarking Authorities

Summary

A common European authority on benchmarking would bring together Member States'
national metrology and benchmarking authorities. Since benchmarking will be integral to the
effective regulation of GPAI under the EU AI Act, this would help establish consistent
benchmarks that would promote transparency and fairness in AI, while creating a means to
hold systems accountable.

What: The AI Office and Commission shall collaboratively establish a common European authority
on benchmarking that brings together Member States' national metrology and benchmarking
authorities. Its primary task will be to address technical questions pertaining to the measurement
of concepts relevant to the definition, typology and categorisation of and discrimination amongst
general purpose AI models.

The EU benchmarking authority's mandate will encompass a wide array of benchmarks. Examples
include, but are not limited to, the total amount of Floating Point Operations (FLOP) utilised during
the model's training phase, metrics that evaluate the prediction accuracy of models, the time
required to train the models, data efficiency, and model robustness. Other pertinent factors, like
the environmental impact of AI model training and the degree of model alignment with ethical
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standards and societal values, can contribute towards a comprehensive benchmarking
framework

Why: Benchmarking will be integral to the effective regulation of general purpose AI under the
EU AI Act given the technical opacity of these technologies (Challenge 6). It shall serve as a
robust mechanism for evaluating AI performance against standardised metrics, thereby
facilitating comparative analyses of different AI models and systems. Further, the establishment of
consistent benchmarks promotes transparency and fairness in GPAI and provides a means to
hold models developers accountable for the evidence-based outcome of their work.

How: The establishment of the European benchmarking authority would begin by convening
experts to address the question of what needs to be measured for the AI Act. Following these
discussions, a taskforce of skilled experts would be formed, bringing together representatives
from Member States' national metrology and benchmarking authorities. This taskforce is then
institutionalised with a clear mandate and budget, enabling it to define and implement a robust
benchmarking framework for effectively measuring and comparing AI models and systems.

7.1.5 GPAI Models Database

Summary

All GPAI model providers should be required to register each of their models in an EU
database managed by the AI Office to facilitate the work of the Commission and Member
States, and to ensure transparency towards the public.

What: Producers of GPAI models should be required to register each of their models in an EU
database, along with all other high-risk (non-GPAI) models, to be established and managed by the
AI Office. Any substantial modification of GPAI models shall also be registered in the database.

Why: A database of GPAI models is required in order to facilitate the work of the Commission and
the Member States within the field of GPAI as well as to increase the transparency towards the
public [181]. Beyond the logistical use of it as a practical way to monitor compliance, it also helps
address a few challenges:

● A centralised database managed by the AI Office would make it easier for the
Commission and Member States to keep track of GPAI models incidents and accidents,
and conduct appropriate regulatory oversight (challenge 7). This scrutiny would help to
mitigate risks as regulatory bodies can quickly respond to emerging issues with specific
models.

● The database reduces technical opacity (challenge 6) thanks to the comparable
information it makes available to the public. This information, however limited, is currently
not easily accessible. Sometimes, even the existence of such a model, or its embedding
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into a service, is not known. Having a publicly accessible database increases
transparency, offering insight into the types of AI systems being used and making
information about these models more widely available.

● A database with records of all substantial modifications to GPAI models helps hold
providers and deployers accountable for their models' performances as changes that lead
to negative impacts can be traced back to their sources; mitigating corporate
irresponsibility (challenge 4).

How: There are multiple regulation-related databases managed at the EU level, so we don’t
envision much difficulty. The AI Act also includes a database of high-risk systems; a similar
procedure could be used for GPAI. This database should be freely and publicly accessible, easily
understandable and machine readable. The database should also be user-friendly and easily
navigable, with search functionalities at minimum allowing the general public to search the
database for specific high-risk systems, locations, categories of risk and keywords. The AI Office
should be the controller of the database. In order to ensure the full functionality of the database,
when deployed, the procedure for setting the database should include the elaboration of
functional specifications by the AI Office and an independent audit report.

7.1.6 Technical Thresholds Updating

Summary

To ensure effective governance of GPAI, the commission shall be empowered to adopt
implementing acts, in which technical elements may be adapted and specified.

What: In order to ensure uniform conditions for the effective implementation of regulation on
general purpose AI, the Commission shall be empowered to adopt implementing acts. These acts
will specify and adapt the technical elements of the given approaches, taking into account market
and technological developments. Elements that will be subject to specification or modification
through these implementing acts shall include metrics or benchmarks for the categorisation of
Type-I/Type-II GPAI and any specific requirements or exemptions for open source models.

Why: These updates are important for future-proofing the tiered-approach, as explained
extensively in Box 1 (Section 4). It also addresses Generalisation & Capability risks (Challenge 2)
and Corporate Irresponsibility (Challenge 4). The adoption of implementing acts is crucial to
ensure that the AI regulation remains current, robust, and effective in the face of rapid
technological advances and evolving market conditions. By specifying and adapting technical
elements and requirements, the Commission can respond promptly to innovations and changes
in the AI sector. This flexibility in adjusting regulatory frameworks is important in a field like AI
where advancements can quickly outpace existing rules and standards.
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Moreover, it allows for a more granular oversight and regulation of different AI categories,
including the Type-I and Type-II GPAI and open source models. This constant refinement and
adaptation helps protect consumers, promote fair competition, and foster innovation in the AI
space across the EU. It also ensures that AI regulation is grounded in technical realities, which is
key to its effectiveness and legitimacy.

How: Implementing acts undertaken by the Commission shall be done in accordance with Article
5 of Regulation (EU) No 182/2011. These implementing acts will draw upon recommendations
from the AI Office and the benchmarking authorities, and divergences from these
recommendations will be duly justified by the Commission and explained technically. The
establishment of technical elements, general provisions, and the categorisation criteria for Type-I
and Type-II GPAI shall occur within one month following the regulation's entry into force.
Furthermore, the technical elements will undergo revision at least annually, taking into account
the evolution of market and technology trends. This approach ensures that the criteria continue
to accurately reflect the corresponding level of general capabilities.

7.2 Measures for combination of models/interacting models

Summary

The main requirements to effectively govern the combination or interaction of models include:
● Managing Unintentional Interactions, through proper assessment, communication and

mitigation if during the testing or at deployment a GPAI model unexpectedly interacts
with one or more GPAI models.

● Managing Reasonably-foreseen Interactions, through satisfactory ex ante assessment
and communication to the AI Office, in order to build and maintain an industry-wide map
of models’ interactions.

7.2.1 Managing Unintentional Interactions

What: Providers who, during the testing or deployment of a GPAI model (Model A), inadvertently
instigate interactions with one or more other GPAI, generative AI, or AI systems (Model B), are
required to take specific steps. This occurs for example when two GPAI-enabled trading AI
systems start being significantly affected by the buy/sell decisions of one another42, or when an
automated scheduling system is being accidentally “hacked” by automated spamming assistants.

42 Note that GPAI-enablement is not necessary for these interactions to be catastrophic, such as the 2010
flash crash which erased $1 trillion in market value [182]. GPAI-enablement however greatly complexifies
the interactions as it enables the use not only of price signals but also GPAI-written analyses and reports on
prices and tendencies for various products, which are re-used as signals by other systems.
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We recommend the following steps :

1. Carry out an initial assessment of the interaction, encompassing technical effects such as
alterations in input, output, or objectives. Consider its projected influence on end users,
stakeholders, providers, and other operators and enumerate potential long-term feedback
loops. If these loops and their potential impact pose a risk to stakeholders, the provider
should halt testing or retract the model deployment.

2. Contact the providers whose model or system (Model B) was interacted with to inform
them of the interaction. Share the preliminary assessment and inquire about Model B’s
own interactions (termed '2nd-order interactions') with other models or systems. If a risk
emerges from these 2nd-order interactions involving Model B, the provider of Model A
must suspend testing or retract the model deployment.

3. Relay the details of the interaction, the preliminary assessment, and the correspondence
with Model B providers to the AI Office.

4. Begin the process of developing a detailed technical map of the interaction, inclusive of
the 2nd-order interactions. This map should be submitted to the AI Office within 10 days
of the interaction occurring.

Why: As GPAI models like AutoGPT, developed from OpenAI’s GPT-3.5, increasingly exhibit
autonomous interaction with other systems over the internet, the need for special protective
measures is escalating. Given the extensive penetration of these AI models across diverse
sectors (Infrastructural aspect, Challenge 1), even minor interactions could trigger substantial
consequences that ripple across the economy.

The stipulated actions help in preemptively identifying and mitigating potential risks, thus
reducing the possibility of accidents (Challenge 7). These measures are especially important
given the potential scope of these incidents and their ramifications due to the autonomous nature
of the models. Ensuring robust reporting and management of inadvertent interactions can act as
an additional layer of protection against catastrophic outcomes. If an interaction were to escalate
uncontrollably, the swift detection and intervention could prevent a potentially disastrous event.

How: The EU AI Office serves as a clearing house for these interactions, maintaining the map and
history of incidents. Providers should have real-time monitoring systems that can immediately
identify anomalies [183] and detect when their GPAI model (Model A) is inadvertently interacting
with another model (Model B). In such a scenario, the provider should either rollback aspects of
their model or shut it down completely, based on the interaction's severity. Finally, the provider of
the model must promptly coordinate with all relevant stakeholders, indluding the AI office and
other regulatory bodies, downstream deployers, and users of the system [184].
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7.2.2 Managing Reasonably-foreseen Interactions

What: Providers who intentionally cause a GPAI model to interact with one or more other GPAI,
generative AI, or AI systems (a 'combination of models'), either by design or experimentally, are
required to:

1. Notify the AI Office and the original provider(s) of the models being combined, clearly
stating whether this combination qualifies as a Type-I or Type-II GPAI, along with the
technical and explicit objectives of the individual models and the model combination.

2. Conduct a thorough assessment of the interaction induced by the combination,
encompassing technical effects like changes in output or input, the projected potential
impact on end users, stakeholders, providers, and other operators, as well as a list of
potential long-term feedback loops. If these loops or the potential impact pose a risk to
stakeholders, the model combination must be aborted.

3. Prepare a detailed technical map of the interaction, including the 2nd-order interactions,
and submit this to the AI Office.

4. Meet the requirements outlined in the tiered approach (Section 8) scaled to whether the
model combination equates to a Type-I or Type-II GPAI. The provider may utilise the
conformity assessment of the original providers in fulfilling this requirement.

5. Share the thorough assessment and conformity assessment with the AI Office, without
prejudice to other requirements stated in this Regulation.

Furthermore, the provider must continually monitor the combined model after deployment and
roll it back if unexpected outputs are observed. The AI Office should be notified of any such
rollback or incidents.

Why: The AI Act currently overlooks the development of hybrid models, such as ChaosGPT,
BabyAGI, AutoGPT and other “LangChain”-based combinations. This provision aims to address
this regulatory gap. Indeed, intentional combination of models are intended to expand the
generality and autonomy of the GPAI models (Generalisation & Capability Risks, Challenge 2) It
also helps address Corporate Irresponsibility (Challenge 4) and the much greater technical
opacity (Challenge 6) induced by these combinations, by forcing a mapping of the interactions
and aggregating these mappings at the macro-level.

Moreover, by forcing providers to notify relevant authorities and other involved providers,
conduct comprehensive risk assessments, and continuously monitor the combined models, this
requirement ensures that they are held accountable for their role in managing these AI systems.

How: The EU AI Office serves as a clearing house for these interactions, maintaining the map and
history of incidents. Providers should assess ex ante and list their GPAI model (Model A)’s
interactions with other models. In such a scenario, the risk management system, quality
management system, accidents prevention policy, and other requirements shall explicitly address
these interactions and the tests shall be adapted to meaningfully capture the dimensions of the
combined models.
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7.3 Measures for open source

Summary

The main requirements to effectively govern open source models include:
● Open source observatory, which shall be joined by all open source providers as well as

open source hosting platforms, foundations, experts and representatives from civil
society, to assess and refine rules for open source GPAI models.

● Adaptation for open source providers, of some of the acceptable means for
compliance, taking place in conjunction with the Open Source observatory.

7.3.1 Open Source Observatory

What: In order to address the specific regulatory challenges related to open source GPAI,
providers of general purpose AI models and generative AI, alongside the AI Board, and if
applicable, the open source hosting platforms, Open Source foundations, experts and civil
society, shall cooperate to establish a joint open source observatory to assess cost-effectiveness
and implementation of the provisions in the open source ecosystem. This observatory’s mission
is to

● evaluate the cost-effectiveness and successful implementation of the AI Act’s provisions
within the open source ecosystem,

● further innovation and democratisation of RegTech43

● monitor misuse and malicious use trends in AI.
For example, one of the first challenges for this mandate will be to establish collaborative and
cost-effective verification systems, such as trusted buyer systems, to mitigate misuse and
malicious use of Open Source models. This might involve the active cooperation of the hosting
platforms, Open Source actors, and other stakeholders as has been regularly the case for
example with software verification, trust and security initiatives (e.g. sigstore [185]). Providers of
GPAI models and generative AI distributed as Open Source software may be invited to participate
in this joint Open Source observatory.

Why: Addressing the unique regulatory challenges associated with open source GPAI
necessitates a collective effort. The Open Source Observatory provides a platform for effective
collaboration, knowledge sharing, and strategic decision-making to ensure the secure and
responsible growth of the open source GPAI ecosystem. As policymakers debating the AI Act
have realised over the past 2 years, governing the Open Source ecosystem is a major challenge.
Ensuring that there is no over- nor under-regulation is crucial, given the role Open Source plays
as a supply of models for the EU downstream innovation (Challenge 3, Concentration of Power)
but also the significant risk for misuse and malicious use (Challenge 5).

43 Regulatory Technology is the application of digital technologies to facilitate compliance without reducing
the quality of enforcement.
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How: The EU AI Office would first establish a subgroup in charge of Open Source that could
lithely fulfil the observation function, informing the creation and calibration of this Observatory. If
Open Source providers systematically reach out to that subgroup with questions about the AI Act,
the subgroup will quickly be overwhelmed, which would be a signal that a separate team might
be needed. The insights gained during the implementation period will therefore not only be key
for the adaptation discussed below, but also for the formation of the Open Source governance
structure.

7.3.2 Future-proofing Adaptation

What: Certain obligations and requirements for Generative AI and Type-I GPAI models, such as
the requirement to label AI-generated content, should be adapted to Open Source value chain
operators to ensure the spirit of the EU AI Act is carried to that ecosystem while avoiding issues
of “hold-up” or “regulatory moats” by actors with greater bargaining power (e.g. platforms or
companies other than SMEs).

Why: Due to the asymmetry of power in the Open Source ecosystem itself (Challenge 3), and
considering the specific nature of open source operations, some regulatory obligations may
disproportionately affect some providers using Open Source distribution relative to the social
benefits the requirements actually generate at a specific actor or model’s scale. Recognising this,
this regulation would provide for certain adaptation to maintain and update over time the
requirements for Open Source. In the absence of such adaptations, stringent regulations could
inadvertently favour large, resource-rich providers capable of navigating complex regulatory
landscapes, thereby exacerbating monopolistic behaviours; and reduce the ability of the EU AI
open source ecosystem to develop viable trustworthy alternatives.

How: The Commission, following consultation with the Open source observatory and the EU AI
Office may adopt implementing acts to specify and update these adaptations, in light of market
and technological developments and findings from the joint open source observatory.

7.4 Measures for Value Chain governance

Summary

Value chain governance is necessary to mitigate five of the seven challenges identified. It is
achieved through:

● the De Facto Control contractual framework, which is a set of rules to facilitate the
evidence-based and proportionate transfer of responsibility for compliance along the
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GPAI value chain, via regulated contracts.
● Tier-wise conformity assessment to ensure downstream value chain actors can

integrate GPAI model in their products without undue legal risk, thanks to
intermediary or component conformity assessment carried out by the upstream
developers of GPAI. For Generative AI applications, internal conformity assessment is
sufficient. For Type-I GPAI models, external conformity assessment is necessary. For
Type-II GPAI models, given the near monopoly of expertise, a “joint” conformity
cross-assessment is required, inducing liability for both the provider and the auditor.

Value chain governance is one of the complicating factors, recognised by policymakers and
industry early on in the debate [94] [186]. In order to address this, we recommend what we term
as the “de facto control approach” and conformity assessments.

7.4.1 De Facto Control Contractual Framework

What: The De Facto control approach is a way to clarify the distribution of compliance
responsibilities across the value chain actors of AI systems, applying to all types of value chain. It
is particularly relevant for GPAI and generative AI systems, where there is reliance on GPAI as a
service. In brief, it relies on giving responsibility over a compliance-relevant aspect of an AI
system to whoever along the value chain has de facto control over it.

An “aspect” of an AI system is an element, process, production decision or design decision
constituting the AI system, akin to an AI system’s component. For example, “data collection”,
“training dataset”, “compute”, “pre-trained model”, “training process”, “testing & verification of
interpretability”, among many others are aspects of an AI system. Each aspect can be further
divided as necessary for contractual clarity, and so long as one actor in the value chain
recognises the relevance of an aspect for compliance, it should be discussed.

“De facto control over an aspect of an AI system” can be assessed using the following test: which
actor or set of actors along the AI system’s value chain has enough information, capabilities/skills,
or technical access to alter that aspect deliberately when desired and bring it into or out of
compliance with the AI Act. “Information”, for example, would include tailored detailed
explanations and standard technical documentation. “Capabilities/skills” includes existing skills or
skills gained through ad hoc training and webinars provided by one actor to another. “Technical
access” might for example include giving access to deployed AI systems to a trained
maintenance technician (similar to car mechanics’ maintenance) or providing the model source
code and dataset.

Note that it can be an actor or a set of actors given de facto control over an aspect, implying joint
or disjoint control, and therefore responsibilities. For example, if it is too complicated to ensure
successful separation of de facto control over an aspect, the developer and deployer may opt to
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continuously exchange information and to give technical access to staff with the requisite
capabilities to monitor the compliance-relevant aspect.

Why: Due to the infrastructural aspect, asymmetries of power and corporate irresponsibility
(Challenge 1, 3 and 4), value chain actors are often unable to reach economically efficient contract
terms. Moreover, due to the technical opacity of these models, inducing asymmetry of information
(Challenge 6) and risks of misuse (Challenge 5), there are significant benefits to making explicit
who-knows-what to avoid gaps in perceived own responsibility, which has already resulted in
major accidents in the past (for example, in the case of the English breast screening program
scheduling algorithm44

The other approaches proposed in the debate so far do not work: a case-by-case contractual
agreement between the upstream GPAI provider and downstream deployer without the de facto
control contractual framework doesn’t provide the downstream deployer with sufficient
bargaining power (from Challenge 3 i.e. concentration of power in the upstream). The opposite
approach of indiscriminate blanket-transfer of liability for compliance with upstream
responsibilities and obligations onto downstream deployers (a recurrent talking point of GPAI
model developers) is equivalent to carpet-bombing the EU downstream AI industry: indeed, it
would solidify upstream concentration of bargaining power upstream. The idea that market
players would then efficiently rely on secondary adjudication to then distribute the costs of fines
and litigation, which only works if the primary adjudication targets the most powerful player in a
supply chain, who can expend the effort to sue less powerful players in private tribunals
afterwards.

The de facto control contractual framework relies on ex ante exchange of information as
opposed to ex post exchange of lawsuits. It reconnects in a proportionate way “responsibility”
with the actor’s economic efficient ability to “control” i.e. reconciling the “de jure” and “de facto”
realities. It solves also solve several problems specific to the GPAI value chain:

● It is technology-neutral: even if the technological paradigm evolves and new types of
GPAI occurs, the contractual framework’s principle and precedents remain applicable.
There will be new “aspects” of GPAI models, but these can fit the framework.

● It is actor-neutral: it addresses the supply and value chain evolutions, and their variety of
actors (compute providers, developers, red-teamers, data providers, application
developers, deployers, operators) in the GPAI value chain indiscriminately. It does not

44 The English breast screening program’s scheduling algorithm, which automatically invites
elderly women for preventive breast cancer prevention screening. IT systems involved in the
program (health database management software, algorithm provider, etc.) obscured a
miscalibration of the automated scheduling for over 4 years. The authorities in charge of this
program reported that the miscalibration affected up to half a million people. A 6-month
investigation uncovered that poor communication between value chain actors for an algorithmic
system can affect the health of hundreds of thousands people [187].
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systemically favour an actor or another, it does not legally enshrine inequalities. If new
types of players (e.g. brain data holders or MLops trustworthiness firms) appear in the
value chain, their contractual relationship can still respect the principles of the de facto
control approach. This is particularly important because this industry is still exploring the
optimal supply chain setup, contrary to e.g. automotive supply chains which, despite high
complexity, have been almost institutionalised after close to a century of evolution.

● It is regulation-neutral: we can imagine the rules and regulations surrounding AI will
evolve in the coming years and decades. The evolution of requirements actors want to
fulfil is possible under the De Facto approach.

● It is exhaustive: the regulator does not need to intervene for every novel pair-wise
relationship in the value chain.

● It is independent of business models and distribution channels: it helps resolve the Open
Source complicating factors by making it clear to potential users of OS GPAI models that
they commit to control a very broad range of aspects. It improves on the sometimes
abusive disclaimer of “no guarantee of fitness of purpose” used in OS licences by forcing
to detail explicitly what aspects are actually guaranteed (cf. a few paragraphs below).

● It also resolves the bargaining power issue efficiently: the De Facto control contractual
framework is a “templated“ approach with mandatory but simple harmonized way of
disclosing who controls what aspect:

○ It is simple in the sense that lawyers and legal experience don’t give an undue
advantage to any party, so that smaller players -typically with little to no legal
counsel- are on the same footing as tech giants who have several hundreds or
even thousands of lawyers available. Only technical expertise and humility about
own knowledge & know-how pays off in contractual negotiations.

○ The disclosure process is harmonized, and therefore no longer relies on the
strongest players’ “take-it-or-leave-it” own way of disclosing responsibilities.

○ As it ties responsibility to actual control, undue brand effects vanish under the De
Facto control. Undue brand effects occur when one procurement manager feels
incentivized to use the well-known brand in order to shelter oneself with argument
that deviating from that norm would expose them to personal blame from
management in case of supplier’s underperformance, regardless of whether the
lesser-known supplier has better or worse performance. “Everyone does it” and “If
they fail, every other supplier would have failed” are common rationalisations,
based on brand regardless of supplier’s track record.45. For an industry widely
acknowledged to be plagued by “hype” and particular technical opacity
(Challenge 6), ensuring that branding effects are not used to mislead downstream
providers is important.

45 A typical advice in industrial procurement “If you don’t know what supplier to select for
cybersecurity, use Cisco; regardless of track record, no board member will ever blame you
personally for using Cisco even when it fails. If you use anything else, you become individually
responsible for all failures of that supplier.” (CTO office advisor on AI at a Fortune 20 company , in
conversation with the author)
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Moreover, there are more incidental but important benefits of the De facto control approach. It
helps compile the technical documentation of the final AI system: each aspect is documented by
the person who is (de facto) in control of that aspect. This also helps solve significant problems of
the Open Source governance.

● One of the main issues with OS is that compliance efforts are not rewarded because other
low-quality but hyped OS components are flooding the market (a typical example is data
laundering, where researchers create datasets evading most regulations about child
pornography and copyrights under the premise that research is not regulated [188];
flooded OS ecosystem with low quality/low costs but hyped datasets.)

● At the same time, imposing compliance with requirements would disproportionately
impact genuinely community-based, non-commercial OS, as these have less resources to
dedicate to compliance than corporate OS projects. The distinction is blurry [93].

● To level the playing field, it is important to at least force the disclosure of what aspects
have been controlled, what has been done/assessed, so that OS players making an effort
are rewarded by being comparatively better than less motivated players.

● The De Facto control approach enables OS developers to be explicit about their quality
control, aspect per aspect and be transparent about it - resolving a major asymmetry of
information that persists in the OS ecosystem.

It also prevents abusive OS-based business models that rely on the “hype” benefits their
products generate (e.g. equity of funding or stock price increases in the case of Meta’s Llama and
stability.ai’s stable diffusion). These business models rely on unclear loopholes in the current
regulation, for example leveraging the fact that, currently, releasing an OS model and then only
“consulting” for helping deploying it at a client’s site prevent any product liability. The De facto
approach would prevent this abuse as a consultant constitutes a form of technical access, skills
and information about many aspects of the model, and the de facto control contractual
framework would imply that the consultant has responsibility in case of non-compliance. On the
contrary, a trainer educating the deployer about an OS model to the point that the downstream
deployer estimates being in control would be sufficient for transferring part of the responsibility.

The De Facto approach also sets the foundation to address the technical opacity (Challenge 6). If
a developer releases a GPAI model, currently, it means a black box appears in the environment,
hard to reverse engineer, but relatively easy to use. The downstream might be fortunate enough
to have a model card describing some superficial features of the GPAI model, but most of the
documentation focuses on the “how to use” as opposed to “what compliance-relevant design
decisions have been embedded in that model”. With the De Facto approach, that OS developer
must disclose clearly the de facto control it has on what aspects e.g. the tests he did and did not
do, the design features relevant to performance, .. It can no longer hide behind a disclaimer of
“no warranty of compliance/fitness for purpose” buried in ToS while hyping the model in the
media and then claim they are not not responsible for damage done.
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This disclosure incentivizes one of the following strategy for the OS GPAI Model developer
● Making OS GPAI compliant for high-risk, to shield from any liability;
● Ensuring no customer re-uses the GPAI model for high-risk, which is difficult in the OS

world;
● Being very clear that the released GPAI is non-compliant, so that judges determine

beyond reasonable doubt that the deployer is the problem.
And therefore, the De Facto approach ties “hyping” with “responsibility”: no hype, no
responsibility.

Finally, the De Facto approach enables to disclose the absence of control (from any actors) on
some aspects of cuttinged-edge or Type-II GPAI models (Challenges 2, 4 and 6). We have already
explained that developers of these models do not have de facto control on many aspects of their
own models, despite their near monopoly on information, skills and technical access. Notably, this
is because these models are having “emergent capabilities”: the complexity of the
model-generation is such that it is not humanly possible to predict these capabilities, no matter
their skills and access. New machine tools are needed in order to establish De Facto control over
these models.

This lens on the De Facto control of GPAI models is an important reason why a separate regime is
needed for GPAI models i.e. to reduce the risk emanating from lack of de facto control and to
mandate investments in gaining de facto control; we explore this separate regime in Sections 8.2
and 8.3.

How: There are 3 simple rules and one corollary for implementing the De Facto control approach
as a contractual framework:

1. You must disclose clearly your de facto control (or lack thereof) over all relevant aspects
identified: this could be part of the technical documentation, where you describe the item you
provide. List of relevant aspects identified can be built over time based on incident investigations,
court cases, etc. De Facto control should be expressed as a combination of information,
skills/know-how, and technical access to the relevant aspect.

For example, a pseudo-contractual annex could read this way:

We provide standalone dataset Z (either OS or API or built tailor-made or…);
● We have de facto control over:

○ Data collection method (Art. 99 (b))
○ Initial labelling procedure (Art. 99 (c))
○ Testing & verification for accuracy of labels (Art 95 (a))
○ …

● However, we don’t have de facto control over
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○ Testing for discrimination
■ No information: we lack information on what the

representativeness and inclusiveness could look like
■ No skills: we don’t have the technical skills to test for

representativeness
○ [other aspects relevant to datasets]

Similar disclosure rules would be mandated for the pre-trained model, the GPAI. In particular, it
implies making very granular descriptions of “lack of control”.

2. The value chain actors are allowed to exchange information, skills and technical access so
that they have collective De Facto control. This enables e.g. the provider to determine whether
sending a technician is more profitable than teaching the deployer; whether customers need
more than model cards or whether they are sufficient. So the De Facto control contractual
framework would over time include template contracts for transfer of control, to limit abuse.

3. You are presumed responsible for non-compliance if non-compliance arises because of one
of the aspects you control. Contrary to automotive, don’t assume secondary adjudication or
private arbitration work because in GPAI, there is an upstream oligopoly (Challenge 3). So,
agreements must be clear enough to be adjudicated over in primary adjudication when there is
non-compliance.

The corollary is that De Facto control becomes an asset to be traded and invested in:
investing in developing De Facto control over a GPAI model is valuable because it credibly shows
up in contract negotiations with the downstream customers, as opposed to as ex post
adjudication (as is currently the case). Building De Facto control over an existing dataset is also
valuable (e.g. testing its representativeness and such) as it enables to make guarantees that are
otherwise hidden in the “hype-fog”. A customer may request this De Facto control to be made.

7.4.2 Tier-wise Conformity Assessment

What: In the performance of their own conformity assessment for an AI system using a GPAI
model or generative AI, the downstream provider may rely on the conformity assessment of the
GPAI model or generative AI as evidence of conformity for the related component of its AI
system. This presumption of component conformity shall not apply if the downstream provider
modifies the component GPAI model or generative AI during its integration in a way that affects
the compliance of the component with the requirements if it shifts the De Facto control (cf.
previous section) away from the upstream provider. This also applies in cases where a GPAI
model or generative AI system is based on or built with another GPAI model or generative AI
system.
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The conformity assessment from the upstream component shall correspond to the tier of the
component, irrespective of how it is placed on the market or put into service, including if placed
as open source software:

● Tier 1: Generative AI providers shall carry out an internal conformity assessment as
described elsewhere in the AI Act.

● Tier 2: Type-I GPA model providers shall undergo external or third party conformity
assessment. This is involve hiring the services of a notified body that has demonstrated
the professional integrity and the requisite competence in assessing GPAI models
conformity, as per article 33(9) of the AI Act, considering “the requisite competence in the
specific field” mentioned therein as the requisite competence in a given architecture and
modality of GPAI (e.g. system-of-experts architectures vs pure-play deep learning, image
generation vs language generation; etc.). The notified body shall cross-assess the internal
conformity assessment stipulated in the previous tier.

● Tier 3: Type-II GPAI model providers shall undertake cross conformity assessment i.e.
Type-II models require both an internal and third-party conformity assessment. For both
types of conformity assessment, joint liability should be imposed on both the provider
being audited and the auditor, regardless of liability insurance. As it stands out from the
usual AI Act parlance, we detail it in section 8.3 as a standalone requirement. The notified
body shall cross-assess the internal and external conformity assessments stipulated in the
previous two earlier tiers.

Why: Presumption of component conformity is key to ensure that high-risk system providers can
be legally certain they won’t have to redo GPAI conformity assessment. They must be clearly
allowed to rely on the conformity assessment of the GPAI model or generative AI as evidence of
conformity for the related component of the high-risk AI system. This significantly incentivizes
purchase of AI Act-compliant GPAI and generative AI. This is facilitated by the De Facto approach
mentioned earlier. Moreover, this upstream conformity assessment system ensures that the
near-monopoly of knowledge, skills and technical access is addressed, in line with the De Facto
control approach, redressing some of the issues related to concentration of power (challenge 3)
and corporate irresponsibility (challenge 4), thanks to greater supplier-customer scrutiny.

How: Conformity assessments are common tools widely described in the AI Act and practised in
a broad range of industries worldwide. Certificate of conformity for a specific component shall be
made available to the downstream customers for their own use. The De Facto control approach
discusses in detail the operationalization of the exchange of information necessary.
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8. Tiered-approach: requirements and obligations to tackle GPAI
and generative AI

Following the identification and extensive discussion of the regulatory targets’ underlying
concepts (Generative AI, Type-I GPAI and Type-II GPAI), of the seven challenges, and of the
enforcement measures and complicating factors, we proceed to the detail of what regulated
entities in each Tier should do in order to mitigate these challenges in a cost-effective but
sufficient manner.

8.1 Tier 1: Measures for generative AI and Type-I and Type-II GPAI

Summary

The main requirements to effectively govern generative AI applications include:
● Data Governance, ensuring that providers’ application is developed on the basis of

adequate data sets.
● Minimum content-moderation safeguards, ensuring that the application is developed

so as to prevent the generation of content in breach of union law.
● Labelling AI-generated output, ensuring that the output of the model is automatically

accompanied by an indication that it has been artificially generated or manipulated.
● Transparency on Model Used, clear indication of the model name, model version and

model provider’s name to users in end-user-facing access interfaces.
These also apply to GPAI models.

A provider of a generative AI application, irrespective of how it is placed on the market or put into
service, including as open source software, should be mandated to comply only with the
following requirements. For the purpose of complying with these obligations, providers of such
models shall follow the conformity assessment procedure based on internal controls. These
requirements also apply to Type-I and Type-II GPAI models (cf. Sections 8.2 and 8.3).

8.1.1 Data Governance

What: Providers must ensure that their model or system is developed on the basis of data sets
that are relevant, representative, and to the best extent possible, free of errors and complete.
These characteristics of the data sets may be met at the level of individual data sets or by
combining several data sets.

Why: Poor representation of minorities and of diversity in general in the dataset being fed into an
AI system is a fundamental cause of the system’s bias and resulting discrimination (Corporate
irresponsibility, Challenge 4; and Incidents & accidents, Challenge 7). As investing in
higher-quality data and data governance is a costly endeavour, and as it is difficult for a customer
to know whether a provider has indeed invested in that direction, the best-in-class developers
with excellent data governance practice are not rewarded by the market. A legally-binding data
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governance is therefore necessary. The same can be said for the tendency of generative AI
applications and GPAI models to generate false information (e.g. for disinformation purpose) and
hallucinations; or on the contrary to generate correct output that violates privacy, trade secrets, or
copyrights.

The performance, accuracy, fairness, and safety of any AI model or system depends on the
quality of the data it is trained on. Performance in turns determines the behaviour of the model in
out-of-distribution situations, where incidents most often occur (Incidents and accidents,
Challenge 7). By requiring data to be relevant, representative, and as error-free as possible, the
Act aims to reduce the risks of AI systems making erroneous decisions or predictions that could
potentially lead to incidents and accidents.

How: Providers should follow extensive guidelines already established for GDPR compliance. The
monitoring and regulation of these practices will be overseen by relevant authorities, ensuring
GPAI and generative AI providers uphold these standards when developing their models. Where
relevant, the regulated entities will also apply the copyright directive to generative AI [189].

8.1.2 Content Moderation Safeguards

What: Providers must ensure the model or system is designed and developed in such a way as to
ensure adequate safeguards against generation of content in breach of union law, without
prejudice to fundamental rights, including the freedom of expression.

Why: There have been instances where the 'move fast and break things' culture of tech
innovation (Challenge 4) has led to disregard for potential societal impacts. These cases highlight
the need for stringent safeguards to ensure the respect for laws and rights when developing AI
systems. Furthermore, without adequate safeguards, AI systems can be exploited to generate
content that furthers illegal activities or infringes upon fundamental rights.

How: Internal audits, carried out both pre- and post-development of the model, can provide a
comprehensive mechanism to ensure compliance with this requirement. The audit team can
check whether the safeguards are working as intended and propose modifications if necessary.
The audit team can periodically reassess the safeguards in place, conduct spot checks and red
teaming exercises, and review any user reports of inappropriate content generation. The
Generative AI application industry can learn a lot from the Digital Service Act and the surrounding
community of practice working on making content published on digital platforms trustworthy and
compliance.
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8.1.3 Labelling Output

What: Providers must ensure that the output of the model is automatically accompanied by an
indication that the output has been artificially generated or manipulated. This disclosure shall be
carried through the value chain until the end user. The Commission is empowered to adopt
delegated acts in accordance with Article 73 to specify and update modalities for this indication.

Why: Disclosure requirements can help prevent misuse of Generative AI applications (Challenge
5), such as deploying AI to spread misinformation or conduct fraudulent activities. If users are
aware that an output has been artificially generated, they may be more cautious and less likely to
be misled.

How: To ensure transparent usage of Generative AI applications, visual labels or watermarks can
be used for AI-generated visual content, auditory cues for audio outputs, and textual disclaimers
for written outputs. Furthermore, for online digital content, metadata attached to the output can
be utilised to signify that it was artificially generated or manipulated.

8.1.4 Transparency on Model Used

What: Providers must at all times clearly indicate the model name, model version and model
provider’s name to users in end-user-facing access interfaces. If a general purpose AI model or
combination of models or generative AI systems use a component general purpose AI model, the
provider using that component shall at all times clearly indicate the component general purpose
AI model’s name, version and original provider’s name to users in end-user-facing access
interfaces.

Why: Users have a right to know which technologies are shaping their digital experiences and
making decisions that may impact them. This helps to build user trust and understanding of
Generative AI applications, while also making the market more liquid: if a scandal with a specific
application occurs, and we know the underlying model, the consumers can “penalise” that
model’s provider by avoiding to use its model in other applications in the future. The widespread
lack of transparency currently prevents such a feedback loop, but as soon as the feedback loop
is enabled, it will curb Corporate Irresponsibility (Challenge 4)

This is important due to the economic ubiquity and, more broadly, the infrastructural aspect
(Challenge 1), which can easily lead to a situation where downstream users do not know about
the complexity of the GPAI value chain, and who could be responsible. In cases where a GPAI
model uses a component from another GPAI model, indicating the original provider's name
ensures that the creators of the underlying technology are recognized and can be held
accountable if necessary (e.g. in the event of malfunctions or misuse).
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How: This would be fairly straightforward for the customer-facing deployer to implement as the
relevant information about the model or component model should be provided within the
software interface, documentation, user manuals, FAQ etc. Upstream providers of GPAI models
may be able to programmatically communicate this information via the API. For example, upon
initiation or when queried, the model could output a statement like "This service uses GPAI model
X, version Y, provided by Z."

8.2 Tier 2: Measures for Type-I and Type-II GPAI

Summary

In addition to requirements from the generative AI application’s tier, the main requirements to
effectively govern Type-I GPAI models are:

● Risk management system: GPAI providers establish, implement, and maintain a risk
management system for the model in a process spanning the model’s entire lifecycle.

● Basic trustworthiness: the provider proves that the model is designed so as to have
sufficient levels of cybersecurity, predictability, interpretability, corrigibility,
controllability, robustness and boundedness.

● Reporting of compute resources: GPAI providers create systematic processes to
forecast, record and report regular use of compute resources for training runs and
model operation, along with the energy use associated.

● Quality Management System: GPAI providers implement a thorough quality
management system that guarantees adherence to the stipulations of the AI Act
concerning GPAI models.

● Compliance function and officer: GPAI providers establish an autonomous compliance
function, separate from the operation of the organisation, and staffed by one or more
compliance officers responsible for monitoring the provider's adherence to obligations
set out under the AI Act regulation.

● Notification of training runs & model pre-registration: GPAI providers notify the AI
Office of upcoming training runs, models under development, and pre-register models
in their pipeline.

● Know-your-customer, to facilitate prevention of misuse: GPAI providers take all
necessary and proportionate measures to prevent misuse after detection.

These requirements do not apply to generative AI applications; but they do apply to Type-II
GPAI models.

A provider of a Type-I GPAI model, irrespective of how it is placed on the market or put into
service, including as open source software, should be mandated to comply with the following
requirements, in addition to the requirements described in the previous tier (Section 8.1). For the
purpose of complying with these obligations, providers of such systems shall follow the third
party conformity assessment with the involvement of a notified body that has demonstrated the
professional integrity and the requisite competence in assessing GPAI models conformity. These
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requirements also apply to Type-II GPAI models (cf. Section 8.3), but not to generative AI
applications (cf. Section 8.1).

8.2.1 Risk Management System

What: The GPAI provider is required to establish, implement, document, and maintain a risk
management system for the model. This risk management system should be an ongoing, iterative
process that spans the entire lifecycle of the model, inclusive of steps taken prior to taken such
as conceptualisation, design, and development.

When determining the most suitable risk management strategies, the provider is expected to
prioritise risk elimination or reduction as much as possible through suitable design and
development. If risks cannot be completely eradicated, adequate mitigation and control
measures should be in place. It is also the provider's responsibility to inform both users and
authorities about all identified risks and the actions taken to mitigate them.

Why: GPAI-related risk assessment and management can be more effectively performed by the
principal GPAI developer, as they are typically the ones with the most in-depth understanding of
the technology, compared to the vast number of downstream applications.

As GPAI models have the potential to be used by thousands of downstream users, and are
increasingly integrated into various sectors of the economy (Challenge 1, infrastructural aspect),
their impact becomes more extensive. Ensuring the source model doesn’t present risks is
therefore an investment whose return is multiplied by as many downstream users. This
necessitates a robust and continuous risk management system that can anticipate and mitigate
risks before they spread across different sectors. Relying on each user of an infrastructure like a
bridge or a power grid to carry out risk management of the infrastructure is ill-advised for two
reasons: First, the user has little knowledge, skills or access over the infrastructure risk-relevant
feature, so they cannot achieve risk mitigation. Second, it would imply each user repeats the
(ineffective) risk mitigation measures of thousands of other users before them, plaguing society
with cumulative collective costs incomparable to the cost for the infrastructure provider to
establish a risk management system once and for all.

Moreover, a risk management system is crucial in identifying potential avenues for misuse or
malicious use of the GPAI model both in isolation and when it is incorporated within a wider
system by downstream deployers. (Challenge 5). Finally, the use of GPAI models raises not just
conventional risks, but also existential risks - those that could potentially cause humanity's
extinction or bring about widespread suffering (Challenge 2). These risks, if not managed
properly, could pose severe threats to humanity's long-term survival and prosperity, and are
therefore arguably worth managing.
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How: Most industries and most medium or large companies in these industries, including many
software and system engineering activities, carry out risk management, either standardised or
mandated by regulations, such as ISO 31000 [190]. Moreover, some AI-specific risk management
methodologies have emerged. GPAI providers are encouraged to use the National Institute of
Standards and Technology (NIST) AI Risk Management Framework (RMF)’s profile on general
purpose AI systems as a blueprint for setting up their risk management system [191]. The AI RMF
“core functions”, used to categorise the range of activities within the framework, are as follows:
“Map” for identification and contextual understanding of potential AI risks; “Measure” for
quantifying AI trustworthiness characteristics; “Manage” for decision-making on AI risks, whether
it is prioritising, evading, mitigating, or accepting them; and “Govern” for a set of policies, roles,
and responsibilities which oversee the AI risk management process.. The AI RMF encourages
consideration of systemic and societal-scale risks, in addition to risks to individuals and groups.
Barrett et al. (2023) [191] supplement this framework with additional guidance on risk assessment
and mitigation strategies to proactively address use-agnostic risk factors.

8.2.2 Basic Trustworthiness

What: In order to instil trust in the upstream GPAI model—which has the potential to serve as the
technical foundation for numerous downstream systems—it should be designed and developed
to attain sufficient levels of:

Cybersecurity: the protection of the AI system from digital attacks. It includes measures to
safeguard the integrity, confidentiality, and availability of the system and its data.

Interpretability: the extent to which the internal workings of an AI model can be understood by
humans. An interpretable model allows users to comprehend why and how it arrived at a
particular outcome or decision. This characteristic is critical for trust, especially in high-stakes
domains where understanding the AI’s decision-making process is essential.

Predictability: the capacity of the AI model to behave as expected and produce consistent
outcomes. Predictable AI is more easily understood, trusted, and controlled.

Corrigibility: the ability of an AI model to be corrected or adjusted over time. This could involve
learning from mistakes, adapting to new data, or allowing human operators to intervene and
guide the model's behaviour or decisions.

Controllability: the extent to which the feedback loop between model and human operator is
effective. Specifically, the extent through which the human user or even a developer has the
ability to modify the model or its training programme in a timely, meaningful and sustainable
fashion so as to impose its preferences upon the model while the model and its output affects the
human user.
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Robustness: the ability of an AI model to perform consistently and accurately in a variety of
different conditions, including those it was not specifically trained for.

Boundedness: the likelihood that a system will only operate within a set range of contexts or
tasks and does not exceed its specified limitations.

If models fail to exhibit these characteristics or lose them over their lifecycle, the provider is
obliged to halt their development or retract the affected models.

Why: One of the key issues in the current industry is the near-total opacity of internal practices
for trustworthiness. Publishing internal policies pertaining to this regulation and making internal
compliance reports available to the authorities would enable greater scrutiny by customers. The
industry players that prioritise and invest in meeting these requirements are duly recognized and
rewarded. This prevents companies that might take shortcuts or neglect these important
considerations from gaining an unfair advantage, and therefore addresses Corporate
Irresponsibility (Challenge 2) Requiring these standards could also slow down the race towards
deploying AI systems without adequate checks and balances in place. It would encourage
companies to prioritise safety and reliability over speed to market, helping to mitigate the risks
associated with rushing untested or potentially unsafe AI systems into use.

Moreover, this requirement creates a market for testing & evaluating models. Combined with
benchmarking capabilities as per Article 58b in the EP’s compromise text, this requirement not
only stimulates participation in standard-setting but also encourages Research and Development
(R&D) to discover improved methods of enhancing these key dimensions of AI models. This could
help industry players compete over quality, as opposed to competing over unhinged generality of
capabilities.

How: GPAI providers should also establish the capacity for multiple types of rollback in response
to unexpected degradation in trustworthiness or unintended outcomes of their deployed
models.46 One of the primary strategies to consider is user restrictions, which would involve
blacklisting specific users or groups who misuse the technology. Another effective strategy could
be limiting access frequency. For instance, implementing measures that limit a model to produce
a certain number of outputs per hour, which would prevent overuse or abuse.

Furthermore, modifications in the model's capabilities can serve as a measure to increase its
overall trustworthiness. These modifications might encompass filtering certain outputs or
narrowing a model’s context window to limit its reach. Lastly, providers should also consider
usage case limitations, such as forbidding the application of the model in high-risk situations or
sectors. In highly critical instances, a GPAI provider should trigger a shutdown of the system. This

46 https://arxiv.org/pdf/2305.15324.pdf
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would involve, at minimum, promptly withdrawing the affected model from circulation and, if
necessary, also retracting earlier versions of the model.

8.2.3 Reporting of Compute

What: GPAI providers are obligated to create systematic processes for forecasting, recording,
and reporting the utilisation of compute resources for training runs and model usage, along with
the associated energy consumption of said compute.

Why: As discussed in box 1, the compute usage can aid in distinguishing between Type-I and
Type-II models, helping to implement appropriate risk mitigation strategies and regulatory
oversight corresponding to each type. Certainty about whether a model will be Type-I or Type-II is
key, given some of the requirements apply prior to training.

Compute resources necessary for training large language models (such as NVIDIA’s H100 chips)
are increasingly concentrated, notably in the hands of a few players in which NVIDIA is a major
shareholder or with whom they have a partnership, making it increasingly difficult for startups to
access this crucial resource. Reporting compute would provide the basis of a system to assess
the concentration power (Challenge 3). As consumption of computing resources also leads to
significant environmental concerns, its reporting for public scrutiny could also curb some of the
most irresponsible behaviours (Challenge 4).

The internal recording and monitoring of compute required for reporting compute is also a
foundation for enabling the enforcement of other obligations and requirements, notably the
verification and restriction of access to the model necessary for Know-your-customer and
notification of training runs, and helps therefore curtail misuse and malicious use (Challenge 5).
Reporting of compute is therefore a first step and a low hanging fruit for further cost-effective
governance, such as on-chip mechanisms and other forms of large training runs monitoring.47

How: This information is typically readily available within these organisations, thus complying with
a requirement for its disclosure should not present a significant hurdle for GPAI providers. AI
companies already account for compute as it’s a significant cost factor, and compute providers
also must account for this data for billing purposes. Additionally, many organisations already
measure and report their environmental impact through Corporate Social Responsibility (CSR)
initiatives, which indicates that a framework for this kind of disclosure is often already in place.

47 Timothy Fist, Onni Arne, and Caleb Withers “On-Chip Mechanisms for AI Governance” (Center for a New
American Security, forthcoming)
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8.2.4 Quality Management System

What: Providers are mandated to implement a quality management system that guarantees
adherence to the stipulations of the AI Act concerning GPAI models. This system should be
meticulously documented in a methodical, organised fashion, encompassing written policies,
procedures, and directives. The implementation scale of the quality management system should
be commensurate with the provider’s organisational size.

Why: A robust Quality Management System would enforce a culture of quality and compliance
within the organisation, and the GPAI industry more generally, offsetting some of the Corporate
Irresponsibility (Challenge 4). By establishing clear policies and procedures regarding quality
management, the organisation also builds its ability to comply cost-effectively with the AI Act.

How: To build an effective Quality Management System (QMS), GPAI providers can draw
guidance from established standards such as ISO 9001 [192], which is internationally recognised
as the benchmark for QMS across various industries. The principles central to ISO 9001 include a
strong customer focus, the involvement of top management, a process approach, continual
improvement, fact-based decision-making, and mutually beneficial supplier relationships.

8.2.5 Compliance Function and Officer

What: Providers are required to establish an autonomous compliance function, separate from the
operational arms of the organisation, and staffed by one or more compliance officers. These
officers shall be responsible for monitoring the provider's adherence to obligations set out under
the AI Act regulation. They will ensure that the aforementioned risk management system
identifies all reasonably predictable risks, including but not limited to, those related to
fundamental rights, health and safety made prominent in public discourse, by stakeholders, or by
representatives of vulnerable groups.

The head of the compliance function shall be professionally responsible for signing off and dating
the code base prior to training and execution of the model.

Why: This practice prevents non-compliant projects from mistakenly being developed, which
would pose a moral hazard to the organisation given their substantial unrecoverable
development costs: once a non-compliant Type-I GPAI model is trained, disregarding it
corresponds to admitting wasting several millions of dollars in training costs. Attempting to make
the model compliant ex post, through backdating documented tests, will therefore be the course
of action of the least trustworthy developers, unless there is internal oversight. As such, the
compliance function mitigates conflicts of interest. This separation ensures that the compliance
officers can objectively monitor adherence to obligations without being influenced by the
operational needs or financial pressures of the organisation.
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How: To implement an effective compliance function, the AI Office can adapt tried and tested
methodologies from the banking and other regulated industries. In the digital sector, the DSA's
framework requires providers of Very Large Online Platforms (VLOPs) and Very Large Online
Search Engines (VLOSEs) to establish an independent compliance function, composed of
qualified compliance officers. The head of this function directly reports to the management body
and cannot be removed without prior approval of the management body of the provider, ensuring
independence and continuity.

8.2.6 Notification of Training Runs & Model Pre-registration

What: Providers of types I & II GPAI must notify the AI Office of upcoming training runs for such
models, including the amount of training compute predicted for their model’s training and the
upper limit of training compute agreed internally. These notifications ensure compliance officers
and authorities can verify that the provider does not accidentally find itself developing a Type II
GPAI (which comes with additional risk and, therefore, additional compliance requirements).

Moreover, to facilitate workload planning for the compliance function and relevant authorities as
the AI Act is implemented, providers must notify the AI Office of any models currently under
development and keep authorities updated as to the pipeline of development for upcoming
models. These notifications will be handled in accordance with rules for confidentiality and
protection of sensitive data detailed elsewhere in the AI Act (Article 70).

Finally, providers must pre-register the models whose training is notified to the AI office in a
public EU database (without providing details of training compute required or predicted), to
ensure transparency vis-a-vis society. This public pre-registration is meant to facilitate inquiries by
sectoral authorities, civil society, trade organisations, unions, media, experts … with regards to the
implications of the model for society and to discuss mitigation measures, pre-empting conflict and
“fait accompli” roll-outs.

Use of pre-registration or of the preliminary classification as Type I or Type II models, whether
undue or factually correct, shall not be used in providers’ marketing or fundraising material or in
any way that may lead an audience to believe that a conformity assessment has been
successfully carried out.

Why: notification and pre-registration requirements help ensure that regulators dedicate
sufficient attention to models that necessitate it, while having advance notice on developments in
the industry (helping address Challenge 6, technical opacity and Challenge 3, concentration of
power). This helps mitigate the technical advantage developers have and help authorities take
action to prevent harm and guide providers away from non-compliance, contrary to current
industry practice of rolling out first and asking questions later. This requirement therefore
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encourages a culture of compliance and respect for product safety laws within the GPAI industry
(Challenge 4)

How: The notification to the AI Office, with the associated transfer of relevant information, can be
done through a secure, encrypted channel or in controlled private networks, such as virtual data
rooms (established by the AI Office). The same private network can be used for maintaining the
AI Office abreast of models under development. Pre-registration is carried out in much the same
way as the registration in the EU database.

8.2.7 Know-Your-Customer

What: When the provider detects or is informed about market misuse they shall take all
necessary and proportionate measures to prevent such further misuse, in particular taking into
account the scale of the misuse and the seriousness of the associated risks. To this end, the
provider shall conduct thorough Know Your Customer checks by collecting any business user’s
intended purpose with the system prior to enabling use of its model, as well as the user’s
electronic means of contacts and match it to a unique customer identifier. For models served
through an API, the provider shall continuously sample server requests and assess whether they
match the intended purpose provided by the business user.

For models served as Open Source software, the provider, the AI Office, and if applicable, the
hosting platform and Open Source foundations shall cooperate to establish a collaborative
verification system, such as a trusted buyer system, and a joint open source observatory to
facilitate OS providers assessment of misuse and malicious use trends.

Why: This requirement helps to prevent misuse by the potentially numerous downstream users of
the GPAI model (Challenge 1, infrastructural aspect) and ensure that it is used responsibly and in a
way that aligns with its specifications (helping address Challenge 5, misuse). As the scale and
complexity of GPAI models increase, so too does their potential for misuse, particularly by
downstream business users. By enforcing strict KYC checks, continuous assessment of server
requests, and collaboration for open-source misuse detection, the potential for malicious uses of
GPAI can be substantially mitigated.

How: KYC checks conducted by the GPAI model providers would involve the collection of the
business user's intended purpose with the model, electronic means of contact, and matching
these to a unique customer identifier. This step will provide an initial layer of scrutiny, ensuring
that potential misuse can be identified and prevented at the outset.

Additionally, a simple, standardised mechanism to report misuse or non-compliance of a GPAI
model should be put in place for the public, model providers, and authorities. This can range from
a straightforward complaint mechanism for the public, to upstream providers being able to detect
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and act on misuse, to regulatory bodies having the ability to investigate and enforce laws against
non-compliant entities. This process could be similar in kind to mechanisms used in the Digital
Services Act, which allow users to flag illegal content online, and for platforms to cooperate with
specialised ‘trusted flaggers' to identify and remove illegal content [193].

Lastly, the provider should establish robust protocols to either rollback features or completely
shutdown the model in the event of widespread misuse or catastrophic misuse. The choice
between these actions hinges on the scale of the misuse and the risks involved. Shutting down
the model is a step that should be taken in cases where the risks of maintaining its availability
could have devastating consequences, especially if it jeopardises multiple downstream
applications

Rollback options specifically relevant for misuse scenarios include: blacklisting or whitelisting
specific users or groups, the removal of specific capabilities of the model (e.g., pathogen design),
limiting the ability of the user to fine-tune the model, restricting the model from being used in
high-stakes applications, and limiting the ability of a model to interact with downstream tools (e.g.,
to use other APIs), to make function calls, to browse the web, etc.

There are several non-mutually exclusive rollback strategies that are particularly relevant for
misuse scenarios. For instance, providers can implement user-based controls, such as
blacklisting or whitelisting particular users or groups. They might also consider stripping the
model of specific functionalities, like pathogen design, to limit its potential for harm. Another
option is to limit the extent to which users can fine-tune the model to prevent said users from
introducing malicious or misguided alterations. Providers should also consider restricting the
model's deployment in high-stakes environments, further safeguarding against potentially
catastrophic incidents of misuse. Lastly, limiting the model's capability to interface with
downstream tools — such as other APIs — or to execute functions like web browsing, ensures
additional layers of safety.

8.3 Tier 3: Measures for Type-II GPAI

Summary

In addition to the requirements from the other tiers, the main requirements to effectively govern
Type-II GPAI models are:

● Regular dialogue with AI Office to update on latest technical advancements in AI to
reduce the knowledge gap between the developers and the Office, through the
Navigator Programme.

● Internal & 3rd party auditing, imposing joint & several liability on both the provider
being audited and the auditor.
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● Absolute trustworthiness, or that providers design and develop their models to
achieve superior levels of advanced cybersecurity and safety.

● Quality-by-Design process: augmenting the mandated quality management system for
Type-I models with a Quality-by-Design (QbD) process that includes a probabilistic risk
assessment and safety evaluation, akin to drug manufacturing protocols.

● Review & Approval of designs by AI Office before training run or that the provider
notifies and awaits an opinion from the AI Office, with the authority to delay training
runs designated for developing Type-II GPAI models and to review the codebase.

● Major accident prevention policy, developed by providers and meticulously
implemented, to protect human health and the digital, physical, and natural
environments, similar to that of the Seveso Directive and other production processes.

● Responsible Staged Development & Release, whereby providers structure their design
and development process to scale responsibly and cautiously, with batteries of tests
and evals at every checkpoint to be satisfied in order to continue training.

● High-Reliability Organisation, or that providers organise their facilities, processes and
internal policies as a way to incorporate all other requirements in the practice of the
provider and to establish a culture valorizing reliability, safety & trustworthiness.

These only apply to Type-II GPAI models, not Type-I nor generative AI applications.

A provider of a Type-II GPAI model, irrespective of how it is placed on the market or put into
service, including as open source software, shall be mandated to comply with the following
requirements, in addition to the requirements outlined in the previous two tiers (cf. Section 8.1 and
8.2). For the purpose of complying with these obligations, providers of such models shall follow
the cross-audit (internal & 3rd party) conformity assessment discussed in Section 8.3.2.

It is worth noting that the senior management of these select providers have repeatedly and
publicly expressed their concerns about the catastrophic risks posed by Type-II GPAI models.
They have called for regulation, comparing the potential danger of these models to that of
pandemics or nuclear wars. This, combined with the surgical scope (around 28 Type-II models to
date, by around 10 providers), renders this tier particularly strict to ensure that these rare
providers reduce the risk they pose to society below a more acceptable risk threshold than what
they are at today.

8.3.1 Dialogue in Navigator Programme

What: the provider is required to participate in regular dialogue sessions within the relevant
subgroup of the AI Office.

Why: This ongoing dialogue would nurture a mutual understanding and foster a trust-based
relationship between the developers and the AI Office. Given the fast-paced innovation in the
field, measures must be taken to ensure that the regulator stays up-to-date with the latest
technical advancements, mitigating Challenge 6 (technical opacity) and rebalancing power
(Challenge 3). The providers, on the other hand, benefit from better understanding the
implications of their models and gaining insight into the regulatory perspective and requirements,
which they can incorporate early into their development processes (“compliance-by-design”),
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which helps mitigate Challenge 4 (corporate irresponsibility). The level of scrutiny, and special
attention and bandwidth attributed to Type-II GPAI model provider should be seen as a reflection
of their infrastructural aspect and the capability risks they pose (Challenges 1 and 2)

How: The navigator program (discussed at greater length in Section 7.1.1) would facilitate ongoing
dialogue between the GPAI providers and the AI Office by assigning a dedicated AI Office staff
member to each of the identified GPAI provider teams. These staff members would act as
intermediaries, ensuring regular, monthly communications between the two entities. A full detail
of the navigator programme’s implementation is available in earlier work, to be adapted to
current circumstances [6].

8.3.2 Internal & 3rd Party Auditing

What: Type-II models require both an internal and third-party conformity assessment. For both
types of conformity assessment, joint & several liability should be imposed on both the provider
being audited and the auditor. The third party auditor must be competent specifically for the
auditing of GPAI models, like for the Type-I GPAI model providers (as discussed in Section 7.4.2)

Why: The intermingling of internal and 3rd party audit is one of the most straightforward way to
establish an ecosystem of corporate responsibility (addressing challenge 4). Indeed, because of
the near-monopoly of knowledge about Type-II GPAI models, which lie at the cutting-edge,
mandating internal auditing will require provider to leverage internal expertise, rather than
outsource the internal conformity assessment. The internal auditors therefore provide narrow
expertise on the providers’ technologies, while the 3rd party auditors provide the expertise from
the rest of the industry and even other industries in terms of compliance. The 3rd party auditors
are incentivized -through the joint & several liability- to leverage the internal auditors’ expertise as
much as possible but cross-check it through their work, while internal auditors are incentivized to
leverage 3rd party auditors’ independent opinion and expertise abroad for how best to comply.

This approach also ensures that this rare internal expertise is cross-evaluated by a competent
third party. This ensures that no single entity has absolute control over a model’s approval
process and avoids regulatory capture - addressing Challenge 3 (Concentration of Power). Joint
& several liability incentivises both the provider and the auditor to perform more meticulous
assessments to prevent mishaps, hence avoiding financial and reputational damage, providing a
strong incentives to prevent incidents and accidents (Challenge 7)

How: The implementation of both internal and third-party conformity assessment for Type-II
models could be modelled on the independent audit requirements set out in the Digital Services
Act (DSA). The DSA stipulates that providers of very large online platforms and search engines
are required to undergo independent audits at least once a year at their own expense. As
detailed in Section 7.4.2, audit organisations should demonstrate to the notifying authority a
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satisfactory level of expertise in risk management, technical competence, and adherence to
ethical codes of practice or standards as they pertain to GPAI specifically (Article 33(9) of the AI
Act) considering “the requisite competence in the specific field” mentioned therein as the
requisite competence in a given architecture and modality of GPAI (e.g. system-of-experts
architectures vs pure-play deep learning, image generation vs language generation; etc.)

Furthermore, the auditor must be independent, without any conflicts of interest with the provider.
They should not have provided non-audit related services to the provider within the 12 months
before the start of the audit and should commit not to provide such services in the 12 months
after the audit.

8.3.3 Absolute Trustworthiness

What: Providers are mandated to design and develop their models to achieve maximum levels of
advanced security and safety. Security involves information security (“InfoSec”), operations
security (OpSec) and cybersecurity. Safety includes demonstrating restrictions on model abilities
that could harm developers and beta-testers, the environment, whether physical or digital, or
users, whether physically or psychologically. These abilities include social engineering,
cyberattacks, autonomous planning, self-replication or inner understanding of how to harm a
significant number of people (e.g. ability to instruct users on making viruses or bombs). Should a
Type-II GPAI model fail to exhibit the advanced levels of security and safety during development,
or fail to maintain them throughout their lifecycle, the provider is obligated to halt their
development or retract already deployed models (roll-back & shutdowns).

Why: The risks of accidents (identified in challenge 7) combined with the corporate
irresponsibility (challenge 4) and plausibility –according to Type-II GPAI developers themselves–
of generality of capabilities posing existential threats (challenge 2) justify a request by society to
guarantee absolute trustworthiness. Type-II GPAI models, possessing more advanced capabilities
than Type-I GPAI models, are envisioned by investors and AI companies’ CEOs alike as ultimate
products automating and running the creation of other products and services, significantly
contributing to increasing automation in the economy [194]. Their owners would therefore accrue
significant profits and concentration of power (Challenge 3). Yet, this potential internalised upside
comes at a significant -potentially existential- risk for all worldwide, should the model be
“misaligned” [195]. Because of these stakes and extreme conflicting incentives (significant
internalised reward for developer, at the risk of significant externalised costs for society), a
principal agent problem arises: the principal -society- will be betrayed by the agent -developers
of GPAI-II models- due to moral hazard. Requirements and obligations to re-establish agent’s
trustworthiness as much as possible is therefore necessary.

Moreover, the risk of misuse or malicious use (challenge 5) is proportional to the generality of
capabilities and widespread, particularly affecting Type-II GPAI. By setting exceptionally high
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standards for cybersecurity and implementing restrictions on tendencies for social engineering
and the dissemination of hazardous information (e.g. indications for the fabrication of bombs or
viruses), this requirement reduces the risk of malicious use or the risk of unauthorised access to
the model.

How: Absolute trustworthiness naturally builds upon the Risk Management System. Developers
and researchers are dedicating significant time to creating and improving ways to assess models’
abilities through testing, evaluations, validation and verification processes. The use of
red-teaming (by independent experts) is a way to discover bugs, vulnerabilities and dangerous
capabilities. Compliance might require red-teaming at every training checkpoints to avoid wasting
training compute on models and to spot early on the apparition of these capabilities.

The pooling of European benchmarking capabilities will facilitate the harmonisation and
comparison of testing protocols, building an epistemic community and knowledge base along the
way and, eventually, to predict model’s riskiness and generality of capabilities.

Having third-party audits and adhering to recognized cybersecurity and AI safety certifications
can provide an additional level of assurance that the GPAI model is safe and secure. Overall, a
compliance-by-design approach integrating compliance with safety measures and autonomous
replication evaluations [196] into the design of the model, rather than trying to incorporate them in
later stages, would aid in cost-effectively achieving higher levels of cybersecurity and safety,
given significant training costs. The tools for trustworthiness and associated “trustworthy AI”
companies that have emerged for assessing and even predicting whether a model will be
compliant (based on simulation and comparison with previous versions of the model) are
therefore valuable in the Type-II GPAI developers’ toolkit.

Moreover, beyond the obligation to roll back certain features of models during minor incidents or
misuse, as detailed in the previous section, providers of Type-II GPAI models must implement a
robust mechanism that facilitates their rapid and complete shutdown when necessary. The
objective of this measure is to prevent an ongoing failure from escalating into causing
widespread and significant damage. Maintaining and implementing a rollback and shutdown
mechanism can be a four-part process, consisting of preparation, monitoring, incident response,
and post-incident recovery, similar to the NIST computer security incident handling guide [197].

Emergency shutdown planning would involve building tools and procedures for swift incident
responses, which encompass threat modelling [198], establishing decision-making authorities
[199], and sharing best practices [13]. The providers would then be required to continuously
monitor the model’s capabilities and behaviour, detecting any anomalies [183] and escalating
cases of concern to relevant decision makers. Should a shutdown become necessary, providers
must act decisively, coordinating with regulatory authorities, activating failback systems for
downstream users, and promptly alerting customers [184]. Finally, the provider is required to carry
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out several post-incident reviews, feeding lessons back into the previous stages and liaising with
external stakeholders where necessary [197].

8.3.4 Quality-By-Design Process

What: Providers of Type-II models are required to supplement the mandated quality management
system for Type-I models with a Quality-by-Design (QbD) process. This augmentation must
include a probabilistic risk assessment and safety evaluation. Such measures aim to predict and
ensure the quality of the model through statistical, analytical and risk management methodology
in its design, development and deployment. Furthermore, these processes should ensure that the
model consistently aligns with its predefined characteristics right from inception. In order to
achieve the sufficient level of quality control over the model developments, this would require a
holistic approach to model development: every aspect of the development facilities and team
become a variable to be controlled for in order to achieve highest-quality through the training
process.

Why: The significant economic and environmental costs associated with building a Type-II GPAI,
coupled with the current lack of solutions to assure these models' reliable functioning as
intended make quality control throughout the design and development stage important.
Moreover, QbD is necessary for developers to build capacity to predict what models are likely to
look like at each checkpoint. This aspiration is necessary to address Challenge 2 (Generalisation
& Capability Risks), Challenge 4 (Corporate Irresponsibility), Challenge 6 (Technical Opacity) and
Challenge 7 (incidents & accidents) - it is therefore fundamental for the proper governance of
Type-II GPAI.

How: The implementation of a QbD process for Type-II models can draw significant insights from
the approach employed by the European Medicines Agency (EMA) for quality assurance in
medicine development and manufacturing. Similar to the EMA's approach, the QbD should
incorporate statistical, analytical, and risk-management methodologies. Establishing QbD
protocols will be a demanding process given the industry current lack of governance, but a
necessary one given the challenges it resolves. Collaboration with the EU AI Office to guide the
creation of these industry-wide QbD protocols is highly recommended.

8.3.5 Review & Approval of Designs

What: The provider is required to notify the AI Office of impending training runs designated for
developing Type-II GPAI models and must grant the Office and other competent authorities
access to review the codebase and designs of the model, whilst ensuring the protection of trade
secrets (as per Article 70). The AI Office is obliged to present a positive, undecided, or negative
opinion concerning the expected compliance of the training runs and model design within 30
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days of receiving the initial notice. This opinion should include the reasoning behind the
judgement, to which the provider must respond in writing.

The Office also has the right to issue a second opinion, providing an extended explanation, within
15 days following the receipt of the provider's response. The provider then has the option to reply
in writing within a 15-day timeframe. If the provider's decision contradicts the AI Office second
negative opinion, the Office, within 15 days of receiving the second response, has the authority to
declare the proposed model as non-compliant with the AI Act.

Why: Given Challenges 2, 3, 4 and 6 (Capability risks, Concentration of power, Corporate
irresponsibility and Technical opacity), the decision to train a cutting edge model like a Type-II
GPAI should be heavily scrutinised by a party independent from the developer itself. The
exchange of opinions ensures timely feedback and aligns expectations in a co-regulatory
manner. Given the global aspect of the development of Type-II GPAI, unless these opinions are
expressed by a coalition of regulators worldwide, they cannot easily be made binding or would
risk causing regulatory flight.

How: This type of pre-production review is common in several industries under various forms: in
the electronic hardware world, the US Federal Communication Commission’s Equipment
Authorization Approval applies to most radio devices. The procedure involves compliance testing
-which requires various measurements of performance of the prototype- and approval [200].
While in the case of GPAI, one could argue the source code is insufficient to predict all the
model’s relevant characteristics, several characteristics can be inferred by detailing the
development process, architectural decisions and software modules to be executed during
production. Developers would therefore submit designs & blueprints before training, and would
be held responsible for deviations from the blueprint. This is similar to how the construction
industry’s project developers must demonstrate their building project will comply with regulations
in place prior to construction work beginning. The preliminary assessment of compliance is based
almost only on analysis of blueprints and schematic designs.

The notification to the AI Office, with the associated transfer of relevant information, would be
done through a secure, encrypted channel or in controlled private networks, such as virtual data
rooms (established by the AI Office).

8.3.6 Major Accident Prevention Policy

What: Providers are mandated to construct and meticulously implement a Major-Accident
Prevention Policy (MAPP) similar to that of the Seveso Directive. This policy must be designed to
uphold an exceptional level of protection for human health and the digital, physical, and natural
environments. It should incorporate the provider's fundamental objectives and action principles,
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clarify management's roles and responsibilities, and show a commitment to continually enhancing
major accident risk control and maintaining superior levels of protection.

The MAPP must undergo a review at least annually, and its execution documented quarterly
through a safety report submitted to the AI Office. The policy implementation should encompass
suitable means and structures, including an early warning system and a safety management
system responsible for producing a quarterly safety report. An appointed on-site safety officer will
be charged with the enforcement of the MAPP and will hold professional responsibility for the
co-endorsement and dating of the Type-II GPAI models' code base prior to execution or training,
alongside the approval of the head of the compliance function as discussed in the previous
chapter.

Why: Given the considerable potential for catastrophic accidents (Challenge 7) associated with
Type-II GPAI models—a concern that has been voiced by the majority of Type-II GPAI providers
and numerous experts, and corroborated by past incidents—it is imperative that these providers
develop proactive strategies to prevent such accidents, rather than merely establishing reactive
measures for mitigation. A Major Accident Prevention Policy, common in other industries, is the
best way to address Challenge 7.

How: The Seveso-III Directive (2012/18/EU) [201], enacted by the European Commission in 2012,
offers a solid benchmark for how accident prevention policies can be effectively structured. It
outlines a thorough approach towards prevention of major accidents involving hazardous
substances, providing valuable insights on how similar strategies can be adapted for GPAI model
risk management, including a MAPP, assessment of domino effects, regular publication of
provider-specific safety reports, establishment of a Safety Management System, performance
monitoring, audits and reviews, communication plan, and establishment of an emergency
response plan with early warning system. The Directive has been recognized as a model for
industrial accident prevention policy, inspiring similar legislation globally [202].

Major accident prevention is also a part of several other regulatory regimes worldwide. For
example, the EPA’s accidental release prevention requires accident prevention procedures to be
put in place [203]. Regulated entities falling in its strictest level of risks (program level 3: strictest
because workers are exposed directly in case of accidents) requires the US Occupational Safety
and Health Administration [204] standard, additional hazard assessment and management
measures such as Failure Mode and Effect Analysis (FMEA) and Fault Tree Analysis, as well as
emergency response requirements akin to that in Seveso-III.

8.3.7 Responsible Staged Development & Release

What: Developers of a Type-II GPAI model must structure the design and development process in
a responsible way. Specifically, the design and development process shall include the
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incremental scaling of compute per checkpoint, model size and data processes during the
training, to ensure tests carried out at a given checkpoint are sufficiently informative about the
likely outcome of the next checkpoint to predict whether redesign and adjustments are
necessary. This process shall be documented to ensure best practices in compliance can evolve
in line with developers’ ability to predict or simulate models.

To do so, providers of Type-II GPAI shall at all time maintain documentation of the capabilities of
their models and the policies & processes for containing the risks of their models development
and at release. They shall document, before moving to the next increment, what additional
risk-mitigating measures they have researched, designed, developed and tested to address the
risk associated with the predicted level of capabilities associated with the next incremental stage.
They shall demonstrate the effectiveness of the risk-mitigation measure prior to moving to the
next incremental stage. To ensure a risk-based approach, they shall do so in line with the risk
levels defined by the AI Office.

Why: Staged development and responsible scaling have long been proposed as a way to
incentivize greater understanding of Type-II GPAI models during the development and to mitigate
risks associated with unforeseen capabilities; all while limiting regulatory burden for less
dangerous models. Similar proposals will start being institutionalised into hard law in some
regions[205] and have already been applied internally by at least one Type-II GPAI
provider.[206]48 Formalising these efforts also helps pace the development process, giving it the
time needed for developing the De Facto control (cf. Section 7.4) over these models and fulfil the
other requirements and obligations associated with the Type-II GPAI Tier.

This pacing is necessary because of the Technical opacity (Challenge 6): as Type-II GPAI systems
are highly complex and opaque, it helps regulators, and even the developers themselves, better
understand how these systems work and invest in a procedural “testing ground” for worst-case
scenarios where such models exhibiting power-seeking behaviour or autonomous-replication
capabilities, providing valuable information to help prevent such outcomes. This deliberate
pacing and potential controlled environment of a sandbox scheme can help prevent accidents by
allowing potential issues to be identified and fixed before progressing, which address risks of
accidents & incidents from unexpected generality of capabilities (Challenges 2 & 7).

How: The AI Office, in collaboration with independent experts, civil society and industry, shall
establish the factor of increment for compute (i.e. by what factor can compute resources
dedicated to training can be multiplied between checkpoints) as well as the risk levels within 6
months after the entry in force of the AI Act. The AI Office may decide to obligate providers of
GPAI systems that they think pose a particularly large threat to society to take part in a regulatory
sandbox scheme to accompany this staged development process and release.

48 Anthropic's Responsible Scaling Policy, Version 1.0
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Moreover, the operationalisation of this pacing will require harmonising and formalising a risk
categorisation per model, as already attempted by many. The process involves structured testing
and assessment under controlled conditions, closely monitored by the AI Office. Developers shall
provide comprehensive documentation of their system's design, training, and operation. They
shall clearly report how they identify or test for potential risks without endangering staff or
stakeholders, as well as preventative measures or corrective actions, and how these latter are
designed and implemented. Through iterative testing and refining, the system's safety and
reliability are confirmed before being approved for final training and full-scale deployment.

8.3.8 High-Reliability Organisation

What: Type-II GPAI providers shall organise themselves, their infrastructure, processes and
internal policies in ways that ensure they carry out their work with high reliability and conducive
to a rigorous safety culture to reduce incidents and accidents. Beyond the Tier 3 requirements
outlined above, this involves precise organisation charts and lines of responsibility with an
unusual degree of accountability, documented decisions, systematic investigation of incidents
and deviance from predicted performance, robust incident reporting mechanisms, systematic
study of past anomalies and scanning of potential risk scenarios, comprehensive quantitative and
qualitative risk assessment, large amount of redundancies in control and regulating mechanisms
providing resilience, and deference to experts independently of their hierarchical position.

Why: Given the scale of economic and financial risks (Challenges 1 & 2), the complexity of these
models (Challenge 6), the history of incidents (Challenges 4 & 7) and the risk of extinction an
incident causes (Challenge 2), providers of Type-II GPAI models ought to achieve a 0-incident
target, regardless of the efficacy of requirements mentioned for this tier already. Beyond
mandatory requirements, which may be perceived or depicted as “brakes” or “chains” upon the
purported innovative spirits of the industry, providers therefore need a rigorous safety culture that
embraces caution and the precautionary principle as opposed to default to the rapid pace of
progress and incidents as inevitable [207]. The managerial concept of High-Reliability
Organization (HRO) aims to achieve that and has been practised worldwide, by several industries
developing high-impact technologies since at least the mid-20th century [208].

Moreover, HRO frameworks lend themselves particularly well to the successful compliance with
requirements mentioned above, in particular for an industry that has limited practice in prioritising
risk mitigation and accident preventions (Challenge 4). This requirement should therefore be not
seen as an extra layer, but more an internal implementation framework benefitting from decades
of research in analogous industries (Air Traffic control, nuclear power plants, aircraft carriers, …).
The successful implementation of that framework would be a solution to address the issue of
corporate irresponsibility: “[High Reliability Organisations] do not try to hide failures but rather
celebrate them as windows into the health of the system, they seek out problems, they avoid
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focusing on just one aspect of work and are able to see how all the parts of work fit together”
[209].

How: Establishing high reliability in organisation is fairly common in various industries (energy,
power distribution, pharmaceuticals, military, aviation, mining, …). Many organisations across other
industries are also slowly transitioning towards adapting these principles to their own situations
(notably healthcare and high-tech manufacturing). There is a broad market of operations
consulting (serviced by mainstream consulting firms and risk management firms that specialise in
helping apply the principles of high reliability internally [210]. Establishing high reliability is also
conducive to greater attractiveness for technical talent.
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9. Conclusion

The tiered approach is our response to help address the challenges and complicating factors
associated with GPAI models and their governance. This systematic approach categorises GPAI
into three distinct tiers: Generative AI applications, Type-I GPAI, and Type-II GPAI. Each tier
represents a different level of generality of capabilities and associated risks, ensuring that the
regulatory requirements are proportionate to the dangers.

The cornerstone of this tiered system is risk-based proportionality. As the risks and impacts of
GPAI models vary greatly, a one-size-fits-all regulatory approach could stifle innovation or
inadequately address risky behaviours. The proposed framework results from a careful study of
the challenges emerging with “GPAI” broadly, and of society’s often negative or at least
overwhelmed reaction to it. As a result, Generative AI applications, which are comparatively but
far from entirely benign, aren't overburdened with regulations meant for higher-risk GPAI types.
The most advanced among them, Type-II GPAI models, would undergo the highest level of
scrutiny, given their highly-generalised range of capabilities and potential societal impact.

A good enforcement regime is also foundational to the tiered approach’s sustainability, as it
ensures that regulatory requirements do not degrade into box-ticking exercises and red tape but
actually mitigate the challenges identified. We therefore provide a hopefully exhaustive list of
mechanisms for the enforcement of the rules and facilitating the implementation of various
solutions to the challenges. This is based on an exploration of what factors affect the significance
of the challenges in some circumstances (e.g. interactions between models, open source
distribution, or de facto control as an actor in the value chain).

Overall, while GPAI's challenges and complexities are undeniable, a tiered approach offers a
nuanced and flexible pathway to harness its immense potential responsibly. By ensuring
proportionate regulations, fostering open dialogues, emphasising transparency, and setting clear
enforcement mechanisms, we can navigate the continuously evolving GPAI landscape with
confidence and optimism.

More fundamentally, our work “Heavy is the Head that Wears the Crown” forces us to ask
ourselves a dual question. As multiple ventures race to develop ever more general forms of
intelligence, the victors shall face ever more responsibility towards the rest of the world. Will they
be up to the task of fulfilling their responsibility? And, perhaps more importantly, if they are
unwilling or incapable to meet our expectations of safety, reliability and trustworthiness: will we
be able to compel them?
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Annex: Sample lists from O*NET database [167]
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Abilities: Skills Knowledge Fields
Arm-Hand Steadiness Active Learning Administration and Management
Auditory Attention Active Listening Biology
Category Flexibility Complex Problem Solving Building and Construction
Control Precision Coordination Chemistry
Deductive Reasoning Critical Thinking Clerical
Depth Perception Equipment Maintenance Communications and Media
Dynamic Flexibility Equipment Selection Computers and Electronics
Dynamic Strength Installation Customer and Personal Service
Explosive Strength Instructing Design
Extent Flexibility Judgment and Decision Making Economics and Accounting
Far Vision Learning Strategies Education and Training
Finger Dexterity Management of Financial Resources Engineering and Technology
Flexibility of Closure Management of Material Resources English Language
Fluency of Ideas Management of Personnel Resources Fine Arts
Glare Sensitivity Mathematics Food Production
Gross Body Coordination Monitoring Foreign Language
Gross Body Equilibrium Negotiation Geography
Hearing Sensitivity Operation and Control History and Archeology
Inductive Reasoning Operation Monitoring Law and Government
Information Ordering Operations Analysis Mathematics
Manual Dexterity Persuasion Mechanical
Mathematical Reasoning Programming Medicine and Dentistry
Memorization Quality Control Analysis Personnel and Human Resources
Multilimb Coordination Reading Comprehension Philosophy and Theology
Near Vision Repairing Physics
Night Vision Science Production and Processing
Number Facility Service Orientation Psychology
Oral Comprehension Social Perceptiveness Public Safety and Security
Oral Expression Speaking Sales and Marketing
Originality Systems Analysis Sociology and Anthropology
Perceptual Speed Systems Evaluation Telecommunications
Peripheral Vision Technology Design Therapy and Counseling
Problem Sensitivity Time Management Transportation
Rate Control Troubleshooting
Reaction Time Writing
Response Orientation
Selective Attention
Sound Localization
Spatial Orientation
Speech Clarity
Speech Recognition
Speed of Closure
Speed of Limb Movement
Stamina
Static Strength
Time Sharing
Trunk Strength
Visual Color Discrimination
Visualization
Wrist-Finger Speed
Written Comprehension
Written Expression
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